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Abstract. The top quark, discovered at the FERMILAB TEVATRON collider in 1995, is the heaviest known
elementary particle. Today, ten years later, still relatively little is known about its properties. The strong
and weak interactions of the top quark are not nearly as well studied as those of the other quarks and lep-
tons. The strong interaction is most directly measured in top quark pair production. The weak interaction is
measured in top quark decay and single top quark production, which remains thus far unobserved. The large
top-quark mass of about 175 GeV/c2 suggests that it may play a special role in nature. It behaves differently
from all other quarks due to its large mass and its correspondingly short lifetime. The top quark decays be-
fore it hadronises, passing its spin information on to its decay products. Therefore, it is possible to measure
observables that depend on the top quark spin, providing a unique environment for tests of the Standard
Model and for searches for physics beyond the Standard Model.
This report summarises the latest measurements and studies of top quark properties and rare decays from
the TEVATRON in Run II. With more than 1 fb−1 of luminosity delivered to each experiment, CDF and
DØ, top quark physics at the TEVATRON is at a turning point from first studies to precision measurements
with sensitivity to new physics. An outlook onto top quark physics at the Large Hadron Collider (LHC) at
CERN, planned to begin operation in the year 2007, is also given.
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1 Introduction

There are six known quarks in nature, the up, down,
strange, charm, bottom, and the top quark. The quarks
are arranged in three pairs or “generations”. Each mem-
ber of a pair may be transformed into its partner via the

a e-mail: arnulf.quadt@cern.ch, aquadt@uni-goettingen.de

charged-current weak interaction. Together with the six
known leptons (the electron, muon, tau, and their associ-
ated neutrinos), the six quarks constitute all of the known
luminous matter in the universe. The understanding of the
properties of the quarks and leptons and their interactions
is therefore of paramount importance.
The top quark is the charge, Q= 2/3, and T3 =+1/2

member of the weak-isospin doublet containing the bot-
tom quark. It is the most recently discovered quark, which
was directly observed almost exactly ten years ago, in
1995 by the CDF and DØ experiments at the FERMILAB
TEVATRON, a proton-antiproton collider at a centre-of-
mass energy of

√
s = 1.8 TeV, located in the suburbs of

Chicago. This discovery was a great success of the Stan-
dard Model of Elementary Particle Physics, which sug-
gested the existence of the top quark as the weak-isospin
partner of the b-quark already in 1977 at its discovery. In-
direct evidence for the existence of the top quark became
compelling over the years and constraints on the top quark
mass, inferred from electroweak precision data, pointed ex-
actly at the range where the top quark was discovered. Due
to its relatively recent discovery, far less is known about the
top quark than about the other quarks and leptons.
The strong and weak interactions of the top quark are

not nearly as well studied as those of the other quarks and
leptons. The strong interaction ismost directlymeasured in
top quark pair production. The weak interaction is meas-
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ured in top quark decay and single top quark production.
There are only a few fundamental parameters associated
with the top quark in the Standard Model: the top quark
mass and the three CKMmatrix elements involving top.
Thus far, the properties of the quarks and leptons are

successfully described by the Standard Model. However,
this theory does not account for the masses of these par-
ticles, it merely accommodates them. Due to the mass of
the top quark being by far the heaviest of all quarks, it is of-
ten speculated that it might be special amongst all quarks
and leptons and might play a role in the mechanism of elec-
troweak symmetry breaking. Even if the top quark turned
out to be a Standard Model quark, the experimental con-
sequences of this very large mass are interesting in their
own. Many of the measurements described in this review
have no analogue for the lighter quarks. This is not just
a consequence of the large mass of the top quark, but also
of its very short lifetime. In contrast to the lighter quarks,
which are permanently confined in bound states (hadrons)
with other quarks and antiquarks, the top quark decays
so quickly that it does not have time to form such bound
states. There is also insufficient time to depolarise the spin
of the top quark, in contrast to the lighter quarks, whose
spin is depolarised by chromomagnetic interactions within
the bound states. Thus the top quark is free of many of
the complications associated with the strong interaction.
Also, top quarks are and will remain a major source of
background for almost all searches for physics beyond the
Standard Model. Precise understanding of the top signal is
crucial to claim new physics.
This review summarises the present knowledge of the

properties of the top quark such as its mass and electric
charge, its production mechanisms and rate and its de-
cay branching ratios, etc., and provides a discussion of the
experimental and theoretical issues involved in their deter-
mination. Earlier reviews on top quark physics at Run I or
the earlier Run II can be found in [1–6]. An early, general
review on hadron collider physics, including results from
the CERN Spp̄S, is given in [7].
Since the TEVATRON at FERMILAB is today still the

only place where top quarks can be produced and studied
directly, most of the discussion in this article describes top
quark physics at the TEVATRON. In particular, the focus
is placed on the already available wealth of results from the
Run II, which started in 2001 after a five year upgrade of the
TEVATRON collider and the experiments CDF and DØ.
However, the LargeHadronCollider, LHC, a proton-proton
collider at a centre-of-mass energy of

√
s= 14TeV, planned

to start operation at CERN in 2007, will be a prolific source
of top quarks and produce about 8million tt̄ events per year
(at “low” luminosity, 1033 cm−2 s−1), a real “top factory”.
Measurements such as the top quark mass are entirely an
issue of systematics, as the statistical uncertainty is negligi-
ble. Prospects for top quark physics at the LHC in the near
future are summarised at the end of this article.
This article is organised as follows:

– In the remainder of Sect. 1, a brief summary of the
Standard Model is given, followed by the main argu-
ments why the top quark as weak-isospin partner of

the b-quark had to exist, indirect constraints on the top
quark mass from electroweak precision data and a his-
toric overview over searches for the top quark leading to
its discovery.
– In Sect. 2, the top quark production mechanisms at
hadron colliders and its decay in the Standard Model
are discussed.
– Section 3 describes the experimental conditions, fo-
cusing in detail on the pp̄ collider TEVATRON at
FERMILAB with its two experiments, CDF and DØ,
since the TEVATRON is presently the only source of
top quarks and all available direct measurements of top
quark properties have been made there. In the following
sections, the TEVATRON measurements of top quark
properties are discussed in detail.
– Sections 4 and 5 describe measurements of top quark
production rates, in particular in strong tt̄ produc-
tion (Sect. 4) and in electroweak single-top production
(Sect. 5).
– Section 6 summarises studies of the top quark inter-
actions with gauge bosons, in particular studies on
tt̄ spin correlations, the top quark decay ratio B(t→
Wb)/B(t→Wq), the top quark decay t→ τνX, meas-
urements of the helicity of the W -boson in top decay
and searches for flavour-changing neutral current top
quark couplings.
– In Sect. 7, measurements of the fundamental properties
of the top quark such as its mass and its electric charge
are described.
– Section 8 presents studies on anomalous top quark pro-
duction via the measurements of the cross section ratio
σ��/σ�+jets, studies of the tt̄ event kinematics, in par-
ticular the transverse momentum spectrum of the top
quark, and the search for top quark production via in-
termediate, narrow resonances.
– In Sect. 9, the search for anomalous top quark decay,
in particular the search for top quark decay to charged
Higgs bosons is discussed.
– Section 10 places its focus on the search for new physics
in events with tt̄ topology.
– In the last Sect. 11, a brief introduction to the Large
Hadron Collider (LHC) and the omni-purpose experi-
ments ATLAS and CMS is given, followed by an out-
look onto the expected precision and sensitivity for
measurements and searches in and beyond the Stan-
dard Model in the sector of top quark physics.

1.1 Brief summary of the Standard Model

Quantum field theory combines two great achievements of
physics in the 20th-century, quantum mechanics and rela-
tivity. The Standard Model [8–19] is a particular quantum
field theory, based on the set of fields shown in Table 1, and
the gauge symmetries SU(3)C ×SU(2)L×U(1)Y . There
are three generations of quarks and leptons, labelled by the
index i= 1, 2, 3, and one Higgs field, φ.
Once the gauge symmetries and the fields with their

(gauge) quantum numbers are specified, the Lagrangian of
the Standard Model is fixed by requiring it to be gauge-
invariant, local, and renormalisable. The Standard Model
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Table 1. The fields of the Standard Model and their gauge quantum numbers. T and T3 are the total
weak-isospin and its third component, and Q is the electric charge

SU(3)C SU(2)L U(1)Y T T3 Q

QiL =

(
uL
dL

) (
cL
sL

) (
tL
bL

)
3 2 1/6 1/2

+1/2
−1/2

+2/3
−1/3

uiR = uR cR tR 3 1 2/3 0 0 +2/3

diR = dR sR bR 3 1 −1/3 0 0 −1/3

LiL =

(
νeL
eL

) (
νµL
µL

) (
ντL
τL

)
1 2 −1/2 1/2

+1/2
−1/2

0
−1

eiR = eR µR τR 1 1 −1 0 0 −1
νiR = νeR ν

µ
R ντR 0 0 0 0 0 0

φ=

(
φ+

φ0

)
1 2 1/2 1/2

+1/2
−1/2

+1
0

Lagrangian can be divided into several pieces:

LSM = LGauge+LMatter+LYukawa+LHiggs . (1)

The first piece is the pure gauge Lagrangian, given by

LGauge =
1

2g2S
TrGµνGµν +

1

2g2
TrWµνWµν

−
1

4g′2
BµνBµν , (2)

where Gµν , Wµν , and Bµν are the gluon, weak, and hy-
percharge field-strength tensors. These terms contain the
kinetic energy of the gauge fields and their self interactions.
The next piece is the matter Lagrangian, given by

LMatter = iQ
i

L �DQ
i
L+ iū

i
R �Du

i
R+ id̄

i
R �Dd

i
R

+ iL
i

L �DL
i
L+ iē

i
R �De

i
R . (3)

This piece contains the kinetic energy of the fermions and
their interactions with the gauge fields, which are con-
tained in the covariant derivatives. For example,

�DQL = γ
µ

(
∂µ+ igSGµ+ igWµ+ i

1

6
g′Bµ

)
QL , (4)

since the field QL participates in all three gauge interac-
tions. A sum on the index i, which represents the gener-
ations, is implied in the Lagrangian.
These two pieces of the Lagrangian depend only on the

gauge couplings gS , g, g
′. Their approximate values, evalu-

ated atMZ , are

gS ≈ 1, (5)

g ≈ 2/3, (6)

g′ ≈ 2/(3
√
3) . (7)

Mass terms for the gauge bosons and the fermions are for-
bidden by the gauge symmetries.
The next piece of the Lagrangian is the Yukawa interac-

tion of the Higgs field with the fermions, given by

LYukawa =−Γ
ij
u Q

i

Lεφ
∗ujR−Γ

ij
d Q

i

Lφd
j
R

−Γ ije L
i

Lφe
j
R+h.c. , (8)

where ε= iσ2 is the total antisymmetric tensor in 2 dimen-
sions, related to the second Pauli matrix σ2 and required
to ensure each term separately to be electrically neutral,
and the coefficients Γu, Γd, Γe are 3×3 complex matrices
in generation space. They need not be diagonal, so in gen-
eral there is mixing between different generations. These
matrices contain most of the parameters of the Standard
Model.
The final piece is the Higgs Lagrangian [20–22], given

by

LHiggs = (D
µφ)†Dµφ+µ

2φ†φ−λ(φ†φ)2 , (9)

with the Higgs doublet φ as given in Table 1. This piece
contains the kinetic energy of the Higgs field, its gauge in-
teractions, and the Higgs potential, shown in Fig. 1. The
coefficient of the quadratic term, µ2, is the only dimension-
ful parameter in the Standard Model. The sign of this term
is chosen such that the Higgs field has a non-zero vacuum-
expectation value on the circle of minima in Higgs-field
space given by 〈φ0〉 = µ/

√
2λ ≡ v/

√
2. The dimensionful

Fig. 1. The Higgs potential. The neutral component of the
Higgs field acquires a vacuum-expectation value 〈φ0〉 = v/

√
2

on the circle of minima in Higgs-field space
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Fig. 2. Table of lepton and quark properties such as electric
charge and mass (in MeV/c2). The top quark is unique amongst
all fermions due to its very large mass. (The size of the drawn
spheres does not scale linearly with the fermion mass)

parameter µ is replaced by the dimensionful parameter
v ≈ 246GeV.
The acquisition of a non-zero vacuum-expectation

value by the Higgs field breaks the electroweak symmetry
and generates masses for the gauge bosons,

MW =
1

2
gv , (10)

MZ =
1

2

√
g2+ g′2v , and for the fermions , (11)

Mf = Γt
v
√
2
, (12)

with the Yukawa coupling Γt. Diagonalising the fermion
mass matrices generates the Cabibbo–Kobayashi–Mas-
kawa (CKM) matrix [23, 24], including the CP-violating
phase. The CKMmatrix elements related to the top quark
are discussed in more detail in Sect. 2.3.
Figure 2 shows three lepton and quark families with

their electric charge and approximatemass.While the neu-
trinos have non-zero, but very small masses of at least1

mν > 45meV/c
2, the quark masses are much larger. The

top quark, with a mass of≈ 175GeV/c2, is by far the heav-
iest fermion. Theoretical and experimental consequences
of the large value of the top quark mass are discussed
in Sect. 2.

1 In the Standard Model the neutrino masses are assumed
to be zero. However, in recent years, experimental evidence
for neutrinos to be massive has been accumulated. The mass

of the heaviest neutrino cannot be less than
√
∆m2atm, where

∆m2atm = 1.9–3.0×10
−3 eV2 is the square of the neutrino mass

difference as measured by SuperKamiokande. The nature of
neutrinos (Dirac versus Majorana) and the origin of their mass
are at present unknown. Several experiments looking for neutri-
noless double-beta decay or using other techniques are trying to
answer those questions.

1.2 Indirect evidence for the existence
of the top quark

Why should one expect quarks to come in doublets? There
are two main reasons for this. First it provides a natural
way to suppress the experimentally not observed flavour-
changing neutral current. The argument on which the GIM
mechanism [11] is based applies just as well for three as for
two quark doublets.
The second reason is concerned with the desire to ob-

tain a renormalisable gauge theory of weak interactions2.
The Standard Model of electroweak interactions can be
proven to be renormalisable under the condition that the
sum of the weak hypercharges, Yi, of all left-handed fermi-
ons is zero, i.e.

∑
left-handed

quarks and leptons

Yi = 0 . (13)

Since every lepton multiplet contributes a value of y =−2
and every quark multiplet a value of +2/3, the sum only
vanishes if

1. there are three colours, i.e. every quark exists in three
colour versions, and

2. the number of quark flavours equals the number of lep-
ton species.

The general proof that gauge theories can be renormalised,
however, can only be applied if the particular gauge the-
ory is anomaly free3. This requires a delicate cancellation
between different diagrams, relations which can easily be
upset by “anomalies” due to fermion loops such as the
one shown in Fig. 3. The major aspect is an odd number
of axial-vector couplings. In general, anomaly freedom is
guaranteed if the coefficient4

dabc =
∑

fermions

Tr

[
λ̂a
{
λ̂b, λ̂c

}
+

]
= 0 , (14)

where the λ̂i are in general the generators of the gauge
group under consideration. In the Standard Model of elec-
troweak interactions, the gauge group SU(2)×U(1) is gen-
erated by the three Pauli matrices, σi, and the hypercharge
Y : λ̂i = σi, for i= 1, 2, 3, and λ̂

4 = Ŷ = 2(Q̂− T̂3).

2 The gauge theory has to be consistent, i.e. anomaly-free,
in order to be at least unitary. The requirement of the gauge
theory to be renormalisable is stronger than to be consistent,
but the former argument is more familiar to most readers. The
important consequence of both requirements is that the gauge
theory is anomaly-free.
3 A gauge theory might be renormalisable, whether or not it
is anomaly free. The general proof of renormalisability, how-
ever, cannot be applied if it is not.
4 dabc is the coefficient in the definition of the anomaly:[
∂µJ

µ
α(x)

]
anom

= − 1
32π2 dαβγε

κνλρF
β
κν(x)F

γ
λρ(x), with the

current Jµα(x), the field strength tensor F
β
κν and the total an-

tisymmetric tensor εκνλρ.
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Fig. 3. A fermion (quark or lepton) triangle diagram which po-
tentially could cause an anomaly

In the specific example shown in Fig. 3, one conse-
quence of (14) is a relation where each triangle is propor-

tional to cfAQ
2
f , where Qf is the charge and c

f
A is the axial

coupling of the weak neutral current. Thus, for an equal
numberN of lepton and quark doublets, the total anomaly
is proportional to:

d∝
N∑
i=1

(
1

2
(0)2−

1

2
(−1)2

+
1

2
Nc

(
+
2

3

)2
−
1

2
Nc

(
−
1

3

)2)
. (15)

Consequently, taking into account the three colours of each
quark (Nc = 3), the anomalies are cancelled. Since three
lepton doublets were observed many years ago (the tau
neutrino was experimentally only observed directly in the
year 2000, but the number of light neutrino generations
was known to be 3 from the LEP data on the Z-pole), the
lack of anomalies such as the one shown in Fig. 3 therefore
requires the existence of the three quark doublets.
There is a lot of indirect experimental evidence for the

existence of the top quark. The experimental limits on
flavour changing neutral current (FCNC) decays of the
b-quark [25, 26] such as b→ s
+
− and the absence of large
tree level (lowest order) B0dB̄

0
d mixing at the Υ (4S) res-

onance [27–30] rule out the hypothesis of an isosinglet b-
quark. In other words, the b-quark must be a member of
a left-handed weak isospin doublet.
The most compelling argument for the existence of the

top quark comes from the wealth of data accumulated at
the e+e− colliders LEP and SLC in recent years, particu-
larly the detailed studies of the Zbb̄ vertex near the Z res-
onance [31]. These studies have yielded a measurement of
the isospin of the b-quark. The Z-boson is coupled to the
b-quarks (as well as the other quarks) through vector and
axial vector charges (vb and ab) with strength (Feynman
diagram vertex factor)

=
−ig

cos θW
γµ
1

2

(
vb−abγ

5
)

(16)

=−i
√√
2GFM2Zγ

µ(vb−abγ
5), (17)

where vb and ab are given by

vb =
[
TL3 (b)+T

R
3 (b)

]
−2eb sin

2 θW , and

ab =
[
TL3 (b)+T

R
3 (b)

]
. (18)

Here, TL3 (b) and T
R
3 (b) are the third components of the

weak isospin for the left-handed and right-handed b-quark
fields, respectively. The electric charge of the b-quark, eb =
−1/3, has been well established from the Υ leptonic width
as measured by the DORIS e+e− experiment [32–34].
Therefore, measurements of the weak vector and axial-
vector coupling of the b-quark, vb and ab, can be inter-
preted as measurements of its weak isospin.
The (improved) Born approximation for the partial

Z-boson decay rate gives in the limit of a zero mass
b-quark:

Γbb̄ ≡ Γ (Z→ bb̄) =
GFM

3
Z

2
√
2π
(v2b +a

2
b) . (19)

The partial width Γbb̄ is expected to be thirteen times
smaller if TL3 (b) = 0. The LEP measurement of the ratio of
this partial width to the full hadronic decay width, Rb =
Γb/Γhad = 0.21629±0.00066 (Fig. 4), is in excellent agree-
ment with the Standard Model expectation (including the
effects of the top quark) of 0.2158, ruling out TL3 (b) = 0.
Figure 5 shows the sensitivity of Rb to the mass of the top
quark. A top quark with a mass aroundmt ≈ 175GeV/c2 is
strongly favoured.
In addition, the forward-backward asymmetry in e+e−

→ bb̄ below [35] and at the Z pole [31],

A0FB(MZ) =
3

4

2veae
(v2e +a

2
e)

2vbab
(v2b +a

2
b)
, (20)

measured to be A0,bFB = 0.0992± 0.0016 (Fig. 6) is sensi-
tive [31, 35] to the relative size of the vector and axial vector
couplings of the Zbb̄ vertex. The sign ambiguity for the two
contributions can be resolved by the AFB measurements

Fig. 4. Rb measurements used in the heavy flavour combina-
tion in the electroweak multi-parameter fit. The dotted lines
indicate the size of the systematic error
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Fig. 5. Comparison of the LEP combined measurement of R0b
with the Standard Model prediction as a function of the mass
of the top quark. From [31]

Fig. 6. A0,bFB measurements used in the heavy flavour combi-
nation in the electroweak multi-parameter fit. The dotted lines
indicate the size of the systematic error

from low energy experiments that are sensitive to the inter-
ference between neutral current and electromagnetic am-
plitudes. Figure 7 shows the comparison of confidence level
contour lines of the electroweak fit to the Standard Model
in the plane of the vector and axial-vector coupling of the
b-quark. Good agreement between the fit and the Standard
Model at the level of ≈ 2 standard deviations (2σ=̂95.5%
CL) is found. From earlier measurements of Γbb̄ andAFB at
LEP, SLC, and the low energy experiments (PEP, PETRA
andTRISTAN [35–37]), one obtains [38]

TL3 (b) =−0.490
+0.015
−0.012 ⇒ TL3 (b) =−1/2 , (21)

TR3 (b) =−0.028±0.056 ⇒ T
R
3 (b) = 0 , (22)

for the third component of the isospin of the b-quark. This
implies that the b-quark must have a weak isospin partner,
i.e. the top quark with TL3 (t) = +1/2 must exist.

Fig. 7. Comparison of the effective vector and axial-vector
coupling constants for the b-quark from the electroweak fit
(contour lines) and the Standard Model expectation (star).
From [31]

1.3 Indirect constraints on the mass of the top quark

The precise electroweak measurements performed at LEP,
SLC, NuTeV and the pp̄ colliders can be used to check
the validity of the Standard Model and within its frame-
work, to infer valuable information about its fundamental
parameters. Due to the accuracy of those measurements
sensitivity to the mass of the top quark and the Higgs bo-
son through radiative corrections is gained.
All electroweak quantities (mass, width and couplings

of the W - and the Z-boson) depend in the Standard
Model only on five parameters. At leading order this de-
pendence is reduced to only three parameters, two gauge
couplings and the Higgs-field vacuum expectation value.
The three best-measured electroweak quantities can be
used to determine these three parameters: The electro-
magnetic coupling constant, α, measured in low-energy
experiments [39], the Fermi constant,GF, determined from
the µ lifetime [40], and the mass of the Z-boson, measured
in e+e− annihilation at LEP and SLC [31]. By defining the
electroweak mixing angle θW through:

sin2 θW ≡ 1−
m2W
m2Z
, (23)

theW -boson mass can be expressed as:

m2W =

πα√
2GF

sin2 θW (1−∆r)
, (24)

where ∆r contains all the one-loop corrections. Contribu-
tions to ∆r originate from the top quark by the one-loop
diagrams shown in Fig. 8, which contribute to theW and Z
masses via:

(∆r)top 
−
3GF

8
√
2π2 tan2 θW

m2t . (25)
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Fig. 8. Virtual top quark loops contributing to the W and Z
boson masses

Fig. 9. Virtual Higgs boson loops contributing to theW and Z
boson masses

Also the Higgs boson contributes to∆r via the one-loop
diagrams, shown in Fig. 9:

(∆r)Higgs 

3GFm

2
W

8
√
2π2

(
ln
m2H
m2Z
−
5

6

)
. (26)

While the leadingmt dependence is quadratic, i.e. very
strong, the leading mH dependence is only logarithmic,
i.e. rather weak. Therefore the inferred constraints on mH
are much weaker than those on mt. This was used to suc-
cessfully predict the top quark mass from the electroweak
precision data before it was discovered by CDF and DØ in
1995 [42, 43]. Neutral current weak interaction data, such
as e+e− annihilation near the Z pole, νN and eN deep-
inelastic scattering, νe elastic scattering, and atomic par-
ity violation can also be used to constrain the top quark
mass. Figure 10 shows the χ2 of the Standard Model elec-
troweak fit to the precision data as a function of the as-
sumed top quark mass for three different choices of the
Higgs bosonmass [41].mH = 50GeV/c

2 was the lower limit
of the Higgs boson mass from direct searches at LEP1
at the time, 1000GeV/c2 is the theoretical upper limit

Fig. 10. χ2 of the Standard
Model fit to the electroweak
data as a function of the
top quark mass using LEP 1
data (left) and using LEP 1,
hadron collider and neutrino
experiment data (right) [41].
The dependence on the Higgs
boson mass, here chosen to
be 50, 300 or 1000 GeV/c2, is
weak, since mH enters only
logarithmically in the elec-
troweak fit, whereasmt enters
quadratically

of the Higgs boson mass, and 300GeV/c2 was chosen to
be a representative, central value as a logarithmic aver-
age between the two extremes. The minimum of the χ2

curve indicates the best estimate of the top quark mass,
the width of the curves gives an estimate of the uncertainty
of this determination. The most recent indirect measure-
ments of the top quark mass using the Z-pole data to-
gether with the direct measurements of theW -boson mass
and total width and several other electroweak quantities
yields [44, 45]:

mtop = 179.4
+12.1
−9.2 GeV/c

2 , (27)

which is in very good agreement with the world average of
the direct measurements [46]

mtop = 172.7±2.9GeV/c
2 . (28)

The global fit to all electroweak precision data including
the world average of the direct top quark mass measure-
ments yields [44, 45]:

mtop = 173.3±2.7GeV/c
2 , (29)

while a fit only to the Z-pole data gives [31]:

mtop = 172.6
+13.2
−10.2GeV/c

2 . (30)

The successful prediction of the mass of the top quark
before its discovery provides confidence in the precision
and predictive power of radiative corrections in the Stan-
dard Model. Therefore, the Standard Model fit to the
electroweak precision data including the direct measure-
ments of the top quark andW -boson mass is used to infer
on the mass of the Standard Model Higgs boson. Fig-
ure 11 (left) shows the ∆χ2 of the latest fit as a function
of the Higgs boson mass. The most likely value of the
Higgs mass, determined from the minimum of the ∆χ2

curve is 91+45−32GeV/c
2 [44, 45], clearly indicating that the

data prefers a light Higgs boson,mH < 186GeV/c
2 [44, 45].
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Fig. 11. Left: Blueband plot,
showing the indirect deter-
mination of the Higgs boson
mass from all electroweak pre-
cision data together with the
95% CL lower limit on the
Higgs boson mass from the
direct searches [47]. Right:
Lines of constant Higgs mass
on a plot of MW vs. mt. The
dotted ellipse is the 68% CL
direct measurement of MW
and mt. The solid ellipse is
the 68% CL indirect meas-
urement from precision elec-
troweak data

The preferred value is slightly above the exclusion limit
of 114.4GeV/c2 from the direct search for the Standard
Model Higgs boson at LEP [47].
Figure 11 (right) shows the 68% CL contour in the

(mt,mW ) plane from the global electroweak fit [44, 45].
It shows the direct and indirect determination of mt and
mW . Also displayed are the isolines of Standard Model
Higgs boson mass between the lower limit of 114GeV/c2

and the theoretical upper limit of 1000GeV/c2. As can be
seen from the figure, the direct and indirect measurements
are in good agreement, showing that the Standard Model
is not obviously wrong. On the other hand, the fit to all
data has a χ2 per degree of freedom of 18.6/13, corres-
ponding to a probability of 13.6%. This is mostly due to
three anomalous measurements: the b forward-backward
asymmetry (AbFB) measured at LEP, which deviates by
2.8σ, the total hadronic production cross section (σ0had)
at the Z-pole from LEP and the left-right cross section
asymmetry (ALR) measured at SLC, both of which devi-
ate from the Standard Model fit value by about 1.5σ. If
sin2 θW (νN), measured by the NuTeV collaboration [48],
is in addition included in the fit, the measured and fitted
value of sin2 θW (νN) differ by 3σ. It seems there is some
tension in the fit of the precision electroweak data to the
Standard Model.
Measurements of MW and mt at the TEVATRON

could resolve or exacerbate this tension. Improvements in
the precision of the measurement of the top quark or the
W -boson mass at the TEVATRON translate into better
indirect limits on the Higgs boson mass. This will also be
a service to the LHC experiments which optimise their
analysis techniques and strategies for the search for the
yet elusive Standard Model Higgs boson in the lower mass
range, preferred by the Standard Model electroweak fit.

1.4 Historic overview over top quark searches
at e+e� and pp colliders

In 1977, the b-quark was discovered at Fermilab [49]. As
explained in Sect. 1.2, the existence of a weak isospin part-
ner of the b-quark, the top quark, was anticipated and
the search for the top quark began. At the e+e− colliders

PETRA at DESY [50–63] (1979–84,
√
s = 12–46.8GeV),

TRISTAN at KEK [64–68] (1986–90,
√
s= 61.4GeV), and

SLC at SLAC [69] and LEP at CERN [70–72] (1989–90,√
s=MZ) the production of top-antitop bound states (to-
ponium) e+e−→ tt̄ was searched for. Based on the lack of
observation of such states, the experiments increased the
lower bound on the top quark mass frommt > 23.3GeV/c

2

at PETRA to mt > 30.2GeV/c
2 at TRISTAN and finally

to mt > 45.8GeV/c
2 at SLC and LEP. Provided a mini-

mum amount of data, the sensitivity at e+e− colliders is
limited by half of the achieved centre-of-mass energy, since
the top quarks would have to be pair-produced.
In the 1980s, the development of hadron colliders

started with the intersecting storage ring (ISR) [73] at
CERN, followed by the Spp̄S at CERN with

√
s up to

630GeV and the TEVATRON at Fermilab with
√
s =

1.8 TeV. The search for the top quark at these hadron
colliders was not limited by the available centre-of-mass
energy, but by the luminosity and the expected resulting
rate of top quark events. The dominant mechanism for
the production of top quarks was expected to be the pro-
duction of W -bosons with the subsequent decay W → tb.
This search mode provides sensitivity to the top quark to
masses of up to ≈ 77GeV/c2, since the W -boson can be
produced singly in electroweak interactions at pp̄ colliders.
For a heavier top quark, the strong tt̄ pair production with
the subsequent weak decay t→Wb dominates. After some
initial indication for the production of top quark at the
Spp̄S experiments UA1 and UA2 in 1984 with mt = 40±
10GeV/c2 [74], more data and improved analyses proved
this result to be a fluctuation [75]. The experiments set
a lower bound on the top quark mass of mt > 45GeV/c

2.
With more data, the UA1 and UA2 experiments increased
this limit in 1989 to mt > 60 GeV/c

2 andmt > 69GeV/c
2,

respectively [7, 76, 77]. In 1988, the central collider de-
tector (CDF) at the pp̄ collider TEVATRON at FER-
MILAB started data taking. Already in 1991, with only∫
Ldt= 4.4 pb−1, CDF set limits of mt > 77 GeV/c2 from
the e+jets channel andmt > 72GeV/c

2 from the eµ chan-
nel [78–80] for mt <mW . This limit was already stronger
than the one achievable at the Spp̄S despite the larger lu-
minosity of

∫
Ldt= 7.5 pb−1 collected by the UA2 experi-

ment due to the higher beam energy at the TEVATRON.
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Table 2. History of the search for the top quark at e+e− and at hadron colliders. The quoted un-
certainties for the top quark mass from the 1995 discovery publications are statistical and systematic
uncertainties, respectively

Year Collider Particles References Limit on mt

1979–84 PETRA (DESY) e+e− [50]–[63] > 23.3 GeV/c2

1987–90 TRISTAN (KEK) e+e− [64]–[68] > 30.2 GeV/c2

1989–90 SLC (SLAC), LEP (CERN) e+e− [69]–[72] > 45.8 GeV/c2

1984 Spp̄S (CERN) pp̄ [75] > 45.0 GeV/c2

1990 Spp̄S (CERN) pp̄ [76, 77] > 69GeV/c2

1991 TEVATRON (FNAL) pp̄ [78]–[80] > 77GeV/c2

1992 TEVATRON (FNAL) pp̄ [81, 82] > 91GeV/c2

1994 TEVATRON (FNAL) pp̄ [84, 85] > 131GeV/c2

1995 TEVATRON (FNAL) pp̄ [42] = 174±10+13−12 GeV/c
2

[43] = 199+19−21±22GeV/c
2

By adding more search channels and due to the use of soft-
lepton b-tagging, CDF reached in 1992 a top quark mass
limit of mt > 91 GeV/c

2 [81, 82]. In 1992, the DØ experi-
ment was commissioned and had comparable sensitivity to
the top quark as CDF [83]. In 1994, DØ set a limit on the
top quark mass of mt > 131GeV/c

2 (later corrected down
to 128GeV/c2 due to a re-calibration of the DØ luminos-
ity measurement) [84, 85]. Later that year, CDF claimed
the first evidence for tt̄ production [86, 87] with a measured
tt̄ production cross section approximately 2.4 times that
expected in the Standard Model. Shortly after that, CDF
improved the determination of the background normalisa-
tion factor, reducing the obtained tt̄ cross section and the
significance of the claimed signal. A review of the status
of searches for the top quark in 1994 with the supposedly

Fig. 12. History of the limits on or measurements of the top
quark mass (updated Sept. 1995 by C. Quigg from [89]): (•)
Indirect bounds on the top-quark mass from precision elec-
troweak data; (�) world-average direct measurement of the
top-quark mass (including preliminary results); (�) published
CDF and (�) DØ measurements; Lower bounds from pp̄ collid-
ers Spp̄S and the TEVATRON are shown as dash-dotted and
dashed lines, respectively, and lower bounds from e+e− collid-
ers (PETRA, TRISTAN, LEP and SLC) are shown as a solid
light grey line

tt̄ production cross section σtt̄ = 13.9
+6.1
−4.8 pb, measured by

CDF [86, 87], being significantly higher than the Stan-
dard Model expectation of σtt̄ ≈ 5 pb and the DØ results
(7 events observed, 3.2± 1.1 events expected from back-
ground, yielding σtt̄ = 6.5± 4.9 pb for mt = 180GeV/c

2)
being consistent with the Standard Model prediction al-
beit not very significant yet is given in [83]. Finally, in 1995,
both CDF andDØ published the discovery of the top quark
in strong tt̄ production [42, 43], which marked the begin-
ning of a new era, moving on from the search for the top
quark to the studies and measurements of the properties
of the top quark. During the exciting time of the searches
for and the discovery of the top quark at the TEVATRON,
the journalist Kent W. Staley accompanied both collabo-
rations, CDF and DØ, at FERMILAB and describes his
scientific and non-scientific experiences in [88].
Table 2 summarises the history of searches for the top

quark and Fig. 12 shows the development of limits and
measurements on the top quarkmass from indirect and dir-
ect studies at e+e− and hadron colliders. The top quark
was discovered with a mass of exactly the value that was
predicted from global fits to electroweak precision data.

2 Top quark production and decay
at hadron colliders

2.1 Strong pair production of top quarks

The tt̄ production at high energy interactions of a pp̄ or
a pp collision at the TEVATRON or LHC, respectively, is
described by perturbative QCD. In this approach, a hard
scattering process between two hadrons (proton or anti-
proton) is the result of an interaction between the quarks
and gluons which are the constituents of the incoming
hadrons. The incoming hadrons provide broad band beams
of partons which possess varying fractions x of the mo-
menta of their parent hadrons. The description of hadron
collisions can be separated into a short distance (hard scat-
tering) partonic cross section for the participating par-
tons of type i and j, σ̂ij , and into long distance pieces
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Fig. 13. Parton model
description of a hard
scattering process using
the factorisation ap-
proach

which are factored into the parton longitudinal momen-
tum distribution functions (PDFs) fi(xi, µ

2
F). This sepa-

ration is called factorisation and is schematically shown
in Fig. 13.
The separation is set by the factorisation scale µ2F. The

short distance cross section only involves high momentum
transfer and is calculable in perturbative QCD. It is insen-
sitive to the physics of low momentum scale. In particular,
it does not depend on the hadron wave functions or the
type of the incoming hadrons. This factorisation property
of the cross section can be proven to all orders in pertur-
bation theory [90]. When higher order terms are included
in the perturbative expansion, the dependence on this ar-
bitrary scale µ2F gets weaker.
The parton distribution function (PDF), fi(xi, µ

2
F), can

be interpreted as the probability density to observe a par-
ton of flavour i and longitudinal momentum fraction xi in
the incoming hadron, when probed at a scale µ2F. Since the
PDFs can not be calculated a priori by perturbative QCD,
they are extracted in global QCD fits from deep-inelastic
scattering and other data [91–93]. An example parameter-
isation, obtained by the CTEQ collaboration [94], for two
different Q2 = µ2F scales, is shown in Fig. 14.
In higher order calculations, infinities such as ultra-

violet divergences appear. These divergences are removed
by a renormalisation procedure, which introduces another
artificial scale µ2R. However, the physical quantities can-
not depend on the arbitrary scale, µ2R, as expressed by the
renormalisation group equation [13–15, 91]. It is common
to choose the same scaleQ2 = µ2 for both, the factorisation

Fig. 14. The quark, anti-
quark and gluon momentum
densities in the proton as
a function of the longitudi-
nal proton momentum frac-
tion x at Q2 =m2t (left) and
at Q2 = 20GeV2 (right) from
the CTEQ5D parameterisa-
tion [94]

Fig. 15. Top-quark pair production via the strong interaction
at hadron colliders proceeds at lowest order through quark–
antiquark annihilation (top) and gluon fusion (bottom)

scale µ2F and the renormalisation scale µ
2
R. The convention

is used in the following.
The total top quark pair production cross section for

hard scattering processes, initiated by a pp̄ or a pp collision
at a centre-of-mass energy

√
s can be calculated as [95, 96]:

σtt̄(
√
s,mt) =

∑
i,j=q,q̄,g

∫
dxidxjfi

(
xi, µ

2
)
f̄j
(
xj , µ

2
)

× σ̂ij→tt̄
(
ρ,m2t , xi, xj , αs(µ

2), µ2
)
. (31)

fi(xi, µ
2) and f̄j(xj , µ

2) are the PDFs for the proton and
the antiproton, respectively. The summation indices i and
j run over all qq̄, gg, qg, and q̄g pairs, ρ = 4m2t/

√
ŝ and

ŝ= xixjs is the effective centre-of-mass energy squared for
the partonic process. The corresponding lowest order par-
ton model processes are shown in Fig. 15.
Since there has to be at least enough energy to produce

a tt̄ pair at rest, ŝ ≥ 4m2t . Therefore, xixj = ŝ/s≥ 4m
2
t/s.

Since the probability of finding a quark of momentum frac-
tion x in the proton falls off with increasing x (see Fig. 14),
the typical value of xixj is near the threshold for tt̄ produc-
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Fig. 16. Left: The scale dependence formt = 175 GeV of the tt̄ cross section at
√
s= 1.96 TeV in pp̄ collisions at the TEVATRON.

The exact definition of the terms which are considered in the perturbative expansion referred to as “NNLO” can be found in [116].
Right: Top quark mass dependence for µ=mt of the tt̄ cross section at

√
s= 1.96 TeV in pp̄ collisions at the TEVATRON. The

error band for the calculations of Cacciari et al. [114] contains scale and PDF uncertainties. The inner error band for the calcula-
tion of Kidonakis and Vogt [116, 118] contains kinematics uncertainties (one-particle inclusive versus pair-invariant mass), while
the outer error band also contains PDF uncertainties according to [119]

tion. Setting xi ≈ xj ≡ x gives:

x≈
2mt√
s

(32)

= 0.19 at the TEVATRON in Run I

= 0.18 at the TEVATRON in Run II

= 0.025 at the LHC

as the typical value of x for tt̄ production. For the typi-
cal values of x at the TEVATRON, the quark distribution
functions, in particular the u- and d-valence quark distri-
bution, are much larger than that of the gluon. This ex-
plains why quark–antiquark annihilation dominates at the
TEVATRON. At Run II, in comparison to Run I, a slightly
lower x value is already sufficient to produce a tt̄ pair,
resulting in a ≈ 30% increase in the tt̄ production cross
section at Run II compared to Run I. Since the gluon dis-
tribution increases more steeply towards low x than the
valence- or even the sea-quark distributions, the fraction
of gluon–gluon initiated interactions in the total tt̄ produc-
tion increases from 10% in Run I to 15% in Run II. For the
same reason, at the LHC, where x-values as small as 0.025
are sufficient for tt̄ production, the total tt̄ production cross
section increases by more than a factor of 100 and is vastly
dominated by gluon–gluon fusion. In reality xi and xj of
the partons in the proton and antiproton do not necessar-
ily have the same value, allowing asymmetric momenta of
the incoming partons in tt̄. Consequently, in particular at
the LHC, low-x gluons contribute a large fraction of the tt̄
production cross section. On the other hand, at the LHC tt̄
pairs are typically produced above the mass threshold due
to the large available centre-of-mass energy.
The top quark cross section was calculated at next-

to-leading order in QCD many years ago [97–100]. These
calculations were later improved with the resummation to
all orders of perturbation theory of classes of large soft log-
arithms. Large logarithmically enhanced corrections due
to soft-gluon radiation are a general feature in the study
of the production cross section of high-mass systems near

threshold. Techniques for re-summing these corrections
have been developed over the past several years, starting
from the case of Drell–Yan (DY) pair production [101, 102]
and then applied to heavy quark production in [103–107]
or the bottom-quark fragmentation in top-quark decays
in [108]. This transfer is possible since these logarithms
are universal between electroweak and QCD induced cross
sections. To go beyond leading logarithms one has to take
into account the complex colour structures of QCD cross
section calculations [109, 110]. The soft-gluon resumma-
tion for tt̄ production at the TEVATRON and the LHC5

of QCD corrections at next-to-leading logarithm (NLL)
accuracy including part of the higher order corrections is
performed in [109–117]6.
The introduction of resummation turns out to have

only a mild impact on the overall rates (the effects at
next-to-leading logarithm (NLL) are typically of the order
O(5%)), but improves the stability of the predictions with
respect to changes of the renormalisation or factorisation
scale (Fig. 16, left). In theoretical studies of the system-
atic uncertainties due to parton densities and scale depen-
dence [114], the importance of including the αs uncertainty

5 Since tt̄ pairs are produced at the LHC mostly well above
threshold, soft-gluons are a small effect and their resummation
a small correction to this small effect. Consequently, the soft-
gluon resummation is less important for the LHC than for the
TEVATRON.
6 The available tt̄ cross section calculations include the exact
NLO corrections and estimate part of the higher order NLLO
corrections. Kidonakis and Vogt [116] include estimates, de-
rived from a resummation approach, of part of the higher order
corrections at NNLO (2-loop) level, where they consider scale
uncertainties and the choice of kinematic variables as system-
atic uncertainties. Cacciari et al. [114] include estimates, also
derived from resummation, of part of the higher order correc-
tions of all orders, where they consider scale uncertainties and
uncertainties from the parton distribution functions in their
systematic uncertainty.
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into the PDF fits in a more systematic fashion is under-
scored. On the same footing, the impact of higher order
corrections, as well as the treatment of higher twist ef-
fects in the fitting of low-Q2 data, may need some more
study before a final tabulation of the PDF uncertainties
can be achieved [120]. The PDF uncertainty on the top
quark pair production cross section is mostly driven by the
poorly known gluon density, whose luminosity in the rel-
evant kinematic range for the TEVATRON varies by up
to a factor of 2 within the 1σ PDF range. For the LHC
cross section calculations, dominated by the gluon–gluon
fusion, this uncertainty is even larger. In recent years,
with increasing precision of the measurements of the deep-
inelastic scattering cross sections at HERA [121–124], ex-
perimental and theoretical groups have focused on the
proper evaluation and propagation of uncertainties on the
parton distribution functions, starting with [125] and fol-
lowed by [120, 121, 126–135]. While the overall top pair
production rate at the TEVATRON has a large relative un-
certainty of approximately 15% (Fig. 16, right shows the
total uncertainty of the tt̄ production cross section calcu-
lations with gluon resummation [114, 116], including scale,
kinematics and PDF uncertainties, as a function of the top
quark mass), it is important to point out that the ratio of
cross sections at

√
s= 1.96 TeV and

√
s = 1.8 TeV is very

stable.
Table 3 summarises the tt̄ production cross section cal-

culation for Run I and Run II at the TEVATRON and
for the LHC. Reference [113] only considers uncertainties
from scale variations, resulting in a≈ 10% uncertainty. An-
other ≈ 6% come from PDFs and αs. Reference [116] only
considers uncertainties from scale variations, resulting in
a ≈ 4% uncertainty. Another ≈ 5% come from PDFs. Ref-
erence [114] considers uncertainties from scale variations,
PDFs and αs. At the TEVATRON, for every 1 GeV/c

2 in-
crease in the top quarkmass over the interval 170<mtop <
190GeV/c2, the tt̄ cross section decreases by 0.2 pb. The
hard scattering cross sections for several processes, includ-
ing tt̄ production, are shown in Fig. 17 as a function of the
centre-of-mass energy, covering the energy range for the
TEVATRON and the LHC. In addition to having similar
event topology to the Standard Model Higgs production,
tt̄ production also has a similar cross section, many orders
of magnitude lower than the W - or Z-production or the
inclusive QCD b-production.

Table 3. Cross section, at next-to-leading order in QCD including gluon resumma-
tion corrections, for tt̄ production via the strong interaction at the TEVATRON and
the LHC for mt = 175 GeV/c

2. Details on the meaning of the quoted uncertainties are
given in the text and in references [114, 116]. For the

√
s = 1.96 TeV result of refer-

ence [116], the quoted error includes the uncertainty from the PDFs according to [119]

σNLO (pb) qq̄→ tt̄ gg→ tt̄

TEVATRON(
√
s= 1.8 TeV, pp̄) 5.19±13% [114] 90% 10%

5.24± 6% [116] 90% 10%
TEVATRON(

√
s= 1.96 TeV, pp̄) 6.70±13% [114] 85% 15%

6.77± 9% [116] 85% 15%
LHC (

√
s= 14 TeV, pp) 833±15% [113] 10% 90%

Fig. 17. QCD predictions for hard scattering cross sections at
the TEVATRON and the LHC [141]. σt stands for the tt̄ pro-
duction cross section. The steps in the curves at

√
s = 4TeV

mark the transition from pp̄ scattering at the TEVATRON to
pp scattering at the LHC

An accurate calculation of the cross section for top
quark pair production is a necessary ingredient for the
measurement of |Vtb| since tt̄ production is an import-
ant background for the electroweak single-top production.
More importantly, this cross section is sensitive to new
physics in top quark production and/or decay. A new
source of top quarks (such as gluino production, followed
by the decay g̃→ t̃t) would appear as an enhancement
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of the cross section, and a new decay mode (such as
t→ t̃χ̃0) would appear as a suppression. Resonances in tt̄
production would also increase the top quark cross sec-
tion [136–140]. The latest tt̄ cross section measurements
from the TEVATRON are discussed in Sect. 4.

2.2 Electroweak single top quark production

The best way to study the properties of the Wtb vertex
and to directly measure |Vtb| at a hadron collider is via the
measurement of the electroweak single top quark produc-
tion, shown in Fig. 18. There are three separate processes:
(a) W -gluon fusion or t-channel process [142–144], which
is similar to heavy-flavour production via charged-current
deep-inelastic scattering, and (b) Wt production [145],
and (c) quark–antiquark annihilation or s-channel pro-
cess [146, 147], which is similar to the Drell–Yan process
and also calledW ∗ process. Only (a) and (c) are relevant to
the electroweak single top production at the TEVATRON.
So far, electroweak single-top quark production has not
yet been observed in experiments, but the processes (a)
and (c) are both expected to be observed in Run II at the
TEVATRON. While theWt production (b) is expected to
be observed at the LHC. All three processes involve the
top quark charged current, so their cross sections are pro-
portional to |Vtb|2g2W (tb). Assuming the Standard Model
weak SU(2) coupling for a doublet pair of quarks, the elec-
troweak single-top quark production cross section provides
direct sensitivity to the CKMmatrix element |Vtb|.
Calculations of fully-differential NLO single-top quark

cross sections have been performed in [148–151] and, in-
cluding NLO top quark decay, in [152–156]. The total

Fig. 18. Feynman diagrams for the electroweak single top
quark production processes at the TEVATRON and the LHC:
aW -gluon fusion or t-channel, bWt production, c s-channel or
W ∗ process

Table 4. Cross section, at next-to-leading order in QCD, for electroweak single top quark production in the
t-channel,Wt production, and the s-channel at the TEVATRON and the LHC for mt = 175 GeV/c

2

t-channel Wt production s-channel

TEVATRON(
√
s= 1.8 TeV, pp̄) 1.98±0.30 pb [149, 161] ≈ 0 pb 0.88±0.14 pb [149, 161]

LHC (
√
s= 14 TeV, pp) 245±27 pb [161, 162] 62.2+16.6− 3.7 pb [145] 10.2±0.7 pb [144, 161]

s-channel production cross section has been calculated
to next-to-leading order in QCD (for example in [144]),
and some of the technology to extend this calculation to
next-to-next-to-leading order exists [157, 158]. The total
t-channel production cross section has also been calculated
to next-to-leading order [159, 160].
Consider the strengths and weaknesses of the separate

single-top processes. The s-channel process involves the
quark distribution functions, which are better known than
the gluon distribution function in the t-channel process
and inWt production. Furthermore, the s-channel process
benefits from its similarity to the Drell–Yan process, which
can be used as a normalisation. The t-channel process has
the advantage that it will be observable at the LHC, while
s-channel production will be difficult to observe, due to
large backgrounds. The large rate of the t-channel process
at the LHC implies that the measurement of |Vtb| will have
negligible statistical uncertainty.
It is interesting to study the three processes separately,

since they have separate backgrounds, their systematic un-
certainties for |Vtb| are different, and they are sensitive to
new physics in different ways. For example, the presence of
aheavyW ′-bosonwould result inadecrease of thes-channel
signal. Instead, the existence of a flavour-changing neutral
currentgu→ twouldbeseen inthe t-channel.Discriminants
for the three signals are for example: the jet multiplicity
(higher for Wt), the presence of more than one jet tagged
as a b (this increases the s-channel signal with respect to
the t-channel one), themass distribution of the 2-jet system
(whichhas a peaknear theW mass for theWt signal andnot
for the other two).
The electroweak single top quark production cross sec-

tions, expected in the Standard Model at the TEVATRON
and the LHC, are summarised in Table 4. The latest
TEVATRON analyses and experimental cross section lim-
its are discussed in Sect. 5.

2.3 The top quark decay

With a mass above the Wb threshold, the decay width of
the top quark is expected to be dominated by the two-body
channel t→Wb. Neglecting terms of orderm2b/m

2
t , α

2
s and

those of order (αs/π)m
2
W/m

2
t in the decay amplitude, the

width predicted in the Standard Model is [163]:

Γt =
GFm

3
t

8π
√
2

(
1−
M2W
m2t

)2(
1+2

M2W
m2t

)

×

[
1−
2αs
3π

(
2π2

3
−
5

2

)]
. (33)



848 A. Quadt: Top quark physics at hadron colliders

The GF Fermi coupling appearing in this equation con-
tains the largest part of the one-loop electroweak radia-
tive corrections, providing an expression accurate to bet-
ter than 2%. The width increases with mass, changing,
for example, from 1.02GeV/c2 for mt = 160GeV/c

2 to
1.56 GeV/c2 formt = 180GeV/c

2 (using αs(MZ) = 0.118).
With its correspondingly short lifetime of ≈ 0.5×10−24 s,
the top quark is expected to decay before top-flavoured
hadrons or tt-quarkonium bound states can form [164].
The order α2s QCD corrections to Γt are also available [165,
166], thereby improving the overall theoretical accuracy to
better than 1%.
In top decay, the Ws andWd final states are expected

to be suppressed relative toWb by the square of the CKM
matrix elements |Vts| and |Vtd|. The CKMmatrix elements
involving the top quark have never been measured directly.
Assuming unitarity of the three-generation CKM matrix,
their values can be estimated to be [167]:

|Vtd|= 0.004 −0.014 , (34)

|Vts|= 0.037 −0.044 , (35)

|Vtb|= 0.9990−0.9993 . (36)

Thus |Vtd|, |Vts|, and |Vtb| are known with a precision of
50%, 10%, and 0.02%, respectively. It is briefly described
how these CKMmatrix elements can be measured:
|Vtd| This may be determined indirectly from B0d−B

0
d

mixing, shown in Fig. 19. The frequency of oscillation,
∆md, is proportional to |V ∗tbVtd|

2. Measurements give [167]

|V ∗tbVtd|= 0.0079±0.0015 , (37)

where the uncertainty (20%) is almost entirely from the
theoretical uncertainty in the hadronicmatrix element. As-
suming three generations (|Vtb| ≈ 1), this is a more accu-
rate measurement of |Vtd| than can be inferred from unitar-
ity (50%).
|Vts| This may be determined indirectly from B0s −B

0
s

mixing, which is the same as Fig. 19, but with the d
quark replaced by an s quark. The frequency of oscilla-
tion, ∆ms, is proportional to |V ∗tbVts|

2. The Particle Data
Group thus far only quotes a lower limit on the oscillation
frequency [167],

∆ms > 14.4 ps
−1 , (38)

but the DØ experiment has released an analysis of semilep-
tonic B0s decays in 1 fb

−1 yielding a first two-sided inter-
val of 17<ms < 21 ps

−1 at 90% CL with a most proba-
ble value of 19 ps−1 [168]. The anticipated value from the

Fig. 19. B0d−B
0
d mixing proceeds via a box diagram

range of |Vts| listed above is∆ms ≈ 18 ps−1, just above the
current lower bound. This should be observable in Run II
at the TEVATRON. However, the theoretical uncertainty
is very similar to that of ∆md, which means that |Vts|
can only be extracted with an uncertainty of 20%, which
is larger than the uncertainty in the value inferred from
unitarity (10%).
|Vts|/|Vtd|The similarity in the hadronic matrix elements
involved in ∆ms and ∆md can be exploited by taking the
ratio:

∆ms

∆md
=
MBs
MBd

ξ2
∣∣∣Vts
Vtd

∣∣∣2 . (39)

The theoretical uncertainty in the ratio of the hadronic ma-
trix elements, ξ2, is much less than the uncertainty in the
hadronic matrix elements themselves. Using the value of
|Vts| from unitarity yields an uncertainty in |Vtd| that is less
than the uncertainty obtained from∆md alone.
Figure 20 shows the ρ̄–η̄ plane. The radius of the large

circles centred at (1, 0) is proportional to |Vtd|. The large
annulus is from the measurement of ∆md, the small an-
nulus that lies inside it is from the ratio ∆ms/∆md and
∆md combined, using the current lower bound on ∆ms.
The measurement of ∆ms at the TEVATRON will reduce
the width of this annulus by about a half, making it one of
the most precise measurements in the ρ̄–η̄ plane.
|Vtb| Despite the fact that is has never been measured
directly, |Vtb| is the best known CKM matrix element
(0.02%), assuming three generations. It is only interest-
ing to measure if the assumption of three generations is
relaxed, in which case |Vtb| is almost completely uncon-

Fig. 20. The ρ̄–η̄ plane, showing constraints from various
measurements, as well as the best fit. From [169]
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Fig. 21. Top-quark decay to a W -bo-
son and a light quark (q = d, s, b)

strained [167],

|Vtb|= 0.08−0.9993 . (40)

In this scenario, |Vtb| can be measured directly at the
TEVATRON. Considering the top-quark decay, t→Wq,
shown in Fig. 21, CDF and DØ measure the fraction of top
decays that yield a b-quark (see Sect. 6.2):

R=
B(t→Wb)

B(t→Wq)
=

|Vtb|2

|Vtd|2+ |Vts|2+ |Vtb|2
, (41)

where q denotes any light quark (d, s, b). The last term is
the interpretation of this measurement in terms of CKM
matrix elements. If one assumes three generations, the de-
nominator of this expression would be unity. Without this
assumption, the measurements of this fraction, which come
out close to unity, show that |Vtb| � |Vts| and |Vtd|, but
they do not allow conclusions on its absolute magnitude.
The latest experimental results on the ratio R from the
TEVATRON are discussed in Sect. 6.2.
The way to measure |Vtb| directly, with no assumptions

about the number of generations, is to measure single top
quark production via the weak interaction [170] (Sect. 2.2).
The cross sections for three processes are proportional to
|Vtb|2, and thus provide a direct measurement of this CKM
matrix element. The s- and t-channel processes are ex-
pected to be observed in Run II. At the TEVATRON, |Vtb|
is expected to be measured with an uncertainty of about
10% via the qq̄ annihilation process (assuming |Vtb| near
unity), where the uncertainty is statistical. The measure-
ment of |Vtb| at the LHC via the W -gluon-fusion process
will be limited mostly by the uncertainty in the gluon dis-
tribution function: ∆|Vtb| ∼ ∆g(x)/2. An uncertainty of
5% requires knowledge of the gluon distribution function to
10%. |Vtb| can be extracted from the top width measured
from e+e− and µ+µ− colliders operating at the tt̄ thresh-
old: ∆|Vtb| ∼∆Γ/2. An uncertainty in the width of less
than 30MeV (2%) may be possible [171–174], yielding an
uncertainty in |Vtb| of about 1%.
The measurement of |Vtb| at a hadron collider requires

input from a variety of sources: deep-inelastic scattering
(for the parton distribution functions), theory (for precise
QCD calculations), and of course the actual experiment.
It is a good example of the coordinated effort that is of-
ten required to measure a fundamental parameter of the
Standard Model.
Given that the top quark decays almost 100% of the

time as t→Wb, typical final states for the leading pair-
production process can therefore be divided into three
classes:

Table 5. Born level theoretical and best
measured branching fractions [167] of the
real W+-boson decay, assuming lepton
universality. Identical values are calculated
and measured for the charge conjugates
modes of theW−

Born level Measured
Decay mode W branching fraction

W+→ e+νe 1/9 10.72±0.16%
W+→ µ+νµ 1/9 10.57±0.22%
W+→ τ+ντ 1/9 10.74±0.27%

W+→ �+ν� 3/9 32.04±0.36%
W+→ ud̄, cs̄ 6/9 67.96±0.35%

Fig. 22. Schematic diagrams of the three tt̄ decay channels:
Left (A) the alljets channel; middle (B) the lepton+ jets chan-
nel; right (C) the dilepton channel

A. tt→W+bW−b→ qq′bq′′q′′′b, (46.2%)

B. tt→W+bW−b→ qq′b
ν�b+ 
ν�bqq
′b,(43.5%)

C. tt→W+bW−b→ 
ν�b
′ν�′b, (10.3%)

The quarks in the final state evolve into jets of hadrons. A,
B, and C are referred to as the all-jets, lepton+ jets (
+
jets), and dilepton (

) channels, respectively. Because of
fermion universality in electroweak interactions7, in lowest
order theW -bosondecays 1/3 of the time into an 
νpair and
2/3 of the time into a qq̄ pair (see Table 5). The resulting de-
cay branching ratios at Born level for the tt̄ decay are shown
in Fig. 23. The relative contribution of the three channels
A, B, C, including hadronic corrections, are given in paren-
theses above. The event topologies of the three channels are
shown in Fig. 22 schematically. While 
 in the above pro-
cesses refers to e, µ, or τ , most of the results to date rely on
the e and µ channels. Therefore, in what follows, 
 will be
used to refer to e or µ, unless noted otherwise.

7 The W -boson can decay to pairs of leptons from all three
generations and to pairs of quarks from the first and the sec-
ond generation, each coming in three different colour states. The
sum of the masses of the quarks in the third generation exceeds
the mass of theW -boson, so that such a decay is strongly sup-
pressed. Therefore, theW -boson can decay to 3+2 ·3 = 9 differ-
ent fermions pairs with equal rate, yielding a branching ratio of
1/9 for each.
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Fig. 23. Pie chart of the branching ratios of the different tt̄
decay channels at Born level

Fig. 24. Top: µµννbb example event recorded by CDF. Bot-
tom: µ+jets example event recorded by DØ

The initial and final-state quarks can radiate (or emit)
gluons that can be detected as additional jets. The number
of jets reconstructed in the detectors depends on the decay
kinematics as well as on the algorithm for reconstructing
jets used by the analysis. The transverse momenta of neu-

trinos are reconstructed from the imbalance in transverse
momentum measured in each event (missing ET).
The observation of tt̄ pairs has been reported in all of

the above decay classes. The production and decay proper-
ties of the top quark extracted from the three decay classes
are consistent within their experimental uncertainty. In
particular, the t→Wb decay mode is supported through
the reconstruction of theW → jj invariant mass in events
with two identified b-jets in the 
ν�bbjj final state [175].
Also the CDF and DØmeasurements of the top quarkmass
in lepton+ jets events, where the jet energy scale is cali-
brated in situ using the invariant mass of the hadronically
decayingW boson [176, 177], support this decay mode.
Figure 24 shows example event displays in the µµ chan-

nel recorded by CDF (top) and in the µ+jets channel
recorded by DØ. In both events, two of the jets show dis-
tinct secondary vertices well separated from the primary
event vertex. In the DØ µ+jets example event, the muon
leaves a clear MIP (= minimum ionising particle) signal in
the calorimeter. In Run I such a signature was used for the
muon identification via muon tracking in the calorimeter
(= MTC). In Run II, such identification criteria are being
worked out, but not yet used in most analyses presented in
this review.

2.4 Top quark properties

2.4.1 Top quark mass

The mass of the top quark is larger than that of any other
quark. Furthermore, the top quark mass is measured with
better relative precision (1.7%) than any other quark, as
shown in Fig. 25. Given the experimental technique used to
extract the top mass, these mass values should be taken as
representing the top pole mass. The top pole mass, like any
quark mass, is defined up to an intrinsic ambiguity of order
ΛQCD ∼ 200MeV [178].
The desired precision of the top quark mass is generally

derived from the relation of the masses of theW -boson, the
topquarkandtheHiggsboson, showninFig. 11 (right) [179].
Once aHiggs boson is discovered, even a crude knowledge of

Fig. 25. Quark masses and their absolute and relative uncer-
tainties, indicated by the vertical size of the error bands
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its mass will define a narrow line in Fig. 11, since precision
electroweak measurements are sensitive only to the loga-
rithm of the Higgs boson mass. An uncertainty in MW of
20MeV/c2, expected to be in reach at the TEVATRON in
Run II, projected onto a line of constant Higgs mass corres-
ponds to an uncertainty of 3 GeV/c2 in the top quark mass.
Thus, a precision of ∆mt ≈ 3 GeV/c2 is desired in order to
make maximal use of the precision measurement of MW
for consistency tests of the Standard Model. However, the
achieved precision in mt is already now better than that
initial goal. The combined measurement of the top quark
mass from Run I yields 178.0±4.3GeV/c2 [180]. The most
recent combination of top quark mass measurements by
the TEVATRONElectroweak/TopWorking group, includ-
ing preliminary CDF and DØ measurements from Run II,
yieldsmt = 172.7±2.9GeV/c2 [46]

8. The prospects for the
precision of the topquarkmassmeasurements at theTEVA-
TRON have recently been revised to better than 2 GeV/c2

per experiment with the full Run II data set. At the LHC,
a final precision of the top quark mass measurement of
1–2 GeV/c2 is expected.The latestmeasurements of the top
quarkmass at the TEVATRONare discussed in Sect. 7.
At a future linear e+e− collider, the expected pre-

cision of a measurement of the top quark mass from
a cross section scan at the tt̄ production threshold is
∆mt = 20–100MeV/c

2 [171, 182, 183].

2.4.2 Electric charge of the top quark

Like most of its fundamental quantum numbers, the elec-
tric charge of the top quark, qtop, has not been measured
so far. The electric charge of the top quark is easily acces-
sible in e+e− production by measurements of the ratioR=
σ(e+e−→hadrons)
σ(e+e−→µ+µ−)

through the top quark production thresh-

old. However, this region of energy is not yet available at
e+e− colliders.Thus, alternative interpretations for thepar-
ticle that is believed to be the charge 2/3 isospin partner of
the b-quark are not ruled out. For example, since the cor-
relations of the b-quarks and the W -bosons in pp̄→ tt̄→
W+W−bb̄ events are not determined by CDF or DØ, it is
conceivable that the “t quark” observed at theTEVATRON
is an exotic quark, Q4, with charge −4/3 with decays via
Q4→W−b. This interpretation is consistent with current
precision electroweak data. In order to determine the charge
of the top quark, one can either measure the charge of its
decay products, in particular of the b-jet via jet charge tech-
niques, or investigate photon radiation in tt̄ events [184].
The latter method actually measures a combination of the
electromagnetic coupling strength and the charge quantum
number. Combining the results of the twomethods will thus
make it possible to determine both quantities.
At the TEVATRON, qq̄ annihilation dominates the tt̄

production and photon radiation off the incoming quarks

8 An update of the combined top quark mass measurement by
the TEVATRON Electroweak/Top Working group yieldsmt =
171.4±2.1 GeV/c2 [181]. This update arrived after the editorial
deadline of this review and could therefore not be included in
more detail.

constitutes an irreducible backgroundwhich limits the sen-
sitivity to qtop. In contrast, at the LHC, gluon fusion dom-
inates, and the tt̄γ cross section scales approximately with
q2top.
At the TEVATRON, with an integrated luminosity of

1–2 fb−1, one will be able to exclude at 95% CL the pos-
sibility that an exotic quark Q4 with charge −4/3 and not
the Standard Model top quark was found in Run I. At the
LHCwith 10 fb−1 obtained at 1033 cm−2 s−1, it is expected
to be possible to measure the electric charge of the top
quark with an accuracy of 10%. For comparison, at a linear
collider with

√
s= 500GeV and

∫
Ldt= 200 fb−1, one ex-

pects that qtop can be measured with a precision of about
10% [172, 185].
The present status and used techniques for the meas-

urements of the top quark electric charge are discussed
in Sect. 7.2.

2.4.3 Helicity of the W -boson in top-quark decay

The Standard Model dictates that the top quark has
the same vector-minus-axial-vector (V -A) charged-current

weak interaction
(
−i g√

2
Vtbγ

µ 1
2 (1−γ5)

)
as all the other

fermions. It is easy to see that this implies that the
W -boson in top quark decay cannot be right-handed, i.e.
have positive helicity. The argument is sketched in Fig. 26.
In the idealised limit of a massless b-quark, the V -A cur-
rent dictates that the b-quark in top decay is always
left-handed. If the W -boson were right-handed, then the
component of total angular momentum along the decay
axis would be +3/2 (there is no component of orbital an-
gular momentum along this axis). But the initial top quark
has spin angular momentum ±1/2 along this axis, so this
decay is forbidden by conservation of angular momentum.
The status of the experimental searches for a right-handed
W -boson in top quark decay is summarised in Sect. 6.4.
The top quark may decay to a left-handed (negative he-

licity) or a longitudinal (zero helicity)W -boson. Its coup-
ling to a longitudinal W -boson is similar to its Yukawa
coupling, which is enhanced with respect to the weak coup-
ling. Therefore the top quark prefers to decay to a longitu-
dinalW -boson, with a branching ratio

B(t→W0b) =
m2t

m2t +2M
2
W

≈ 0.70 . (42)

CDF and DØ measure this branching ratio (Sect. 6.4) and
find it to be consistent with the Standard Model expecta-
tion, even though with very limited statistics. This meas-
urement will improve further during Run II. The present
status of the measurements of the helicity of the W -boson
in top quark decay are described in Sect. 6.4.

Fig. 26. Illustration that
the top quark cannot decay
to a right-handed (positive
helicity)W -boson
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Fig. 27. Parity symmetry of the strong interaction and ro-
tational symmetry are used to show that an ensemble of top
quarks is produced unpolarised by the strong interaction in
(unpolarised) pp̄ collisions. Higher order effects such as QCD fi-
nal state interactions and mixed QCD/weak interactions, how-
ever, can produce small polarisations perpendicular to or in the
scattering plane

2.4.4 Spin correlation in strong tt̄ production

One of the unique features of the top quark is that on aver-
age the top quark decays before there is time for its spin
to be depolarised by the strong interaction [164]. Thus, the
top quark polarisation9 is directly observable via the angu-
lar distribution of its decay products. This means that it
should be possible to measure observables that are sensi-
tive to the top quark spin.
It is well known that top quarks can be polarised at an

e+e− collider by polarising the electron beam10, and that
this is a useful tool to study the weak decay properties of
the top quark. There is an analogue of this tool at hadron
colliders.
Although the top and antitop quarks are produced es-

sentially unpolarised11 [188–191] in (unpolarised) hadron
collisions (Fig. 27), the spins of the t and t̄ are corre-
lated [192–197], as shown in Fig. 28. In tt̄ production by qq̄
annihilation the correlation can be 100% with respect to
a suitably chosen axis. The spins are also correlated in un-
polarised e+e− collisions (LO [198], NLO [187]). The spin
correlation can be used to study the tt̄ production mech-
anisms, which result in the spin correlation, as well as the
weak decay properties of the top quark by observing the
angular correlations between the decay products of the t
and t̄. The spin correlation is expected to be observed in
Run II at the TEVATRON.
The origin of the spin correlation in tt̄ production is as

follows:
For QCD processes close to the production threshold,

the tt̄ system is dominantly produced in a 3S1 state for qq̄
annihilation (Fig. 28b), or in a 1S0 state for gluon–gluon
fusion (Fig. 28c) [199]. Hence, in the first case, the top

9 The spin of an individual top quark cannot be measured,
only the spin polarisation of an ensemble of top quarks.
10 Top quarks are naturally polarised to a small degree
(−20% to −40%) via the weak interaction in unpolarised e+e−

collisions (at threshold [186], above threshold [187]). Using
polarised beams, the top quark polarisation is dramatically
enhanced.
11 Top and antitop quarks receive a small (2%) polarisa-
tion perpendicular to the scattering plane via QCD final state
interactions [188–190]. An additional, very small contribu-
tion of top/antitop quark polarisation is received from mixed
QCD/weak interactions in the scattering plane [191].

Fig. 28. Schematic of the tt̄ spin correlation in the qq̄ annihi-
lation (left) and gg annihilation (right). The parton momenta
are shown as thin arrows, the parton spins as big arrows. In
qq̄ annihilation the cross section for opposite-helicity tt̄ produc-
tion (b) is larger than that for same-helicity production (a).
Configurations with reversed spin directions are not shown ex-
plicitly, but always meant to be included implicitly. The spin
configurations shown are strictly valid only at the tt̄ production
threshold. Above threshold orbital angular momentum effects
need to be considered in addition

Fig. 29. In tt̄ production via qq̄ annihilation the spins of the
top quark and antiquark are 100% correlated when measured
along an axis that makes an angle ψ with respect to the beam
axis, where tanψ = β2 sin θ cos θ/(1−β2 sin2 θ): a near thresh-
old, b far above threshold, c intermediate energies

and the antitop tend to have parallel spins, i.e. opposite
helicities, while in the second case the spins tend to be an-
tiparallel, i.e. the same helicities. Since the qq̄ annihilation
dominates the tt̄ production at the TEVATRON while gg
annihilation dominates the tt̄ production at the LHC, the
spin correlation coefficient κ (43) is expected to have oppo-
site sign at both colliders (see Table 6). The absolute sign
of the spin correlation coefficient depends on the conven-
tion of its definition (for example (43)), which varies in the
literature.
At energies large compared to the top mass, chi-

rality conservation implies that the t and t̄ are pro-
duced with opposite helicities (“helicity basis”). At the
other extreme, the t and t̄ are produced with zero or-
bital momentum at threshold, so spin is conserved. Since
the colliding quark and antiquark have opposite spins
(due to chirality conservation), the t and t̄ have oppo-
site spins along the beam axis (“beam-line basis” [195],
“beam basis” [200, 201]). Remarkably, for qq̄ annihila-
tion there exists a basis which interpolates at all en-
ergies between these two extremes (“diagonal basis”),
such that the t and t̄ spins are always opposite [198]
(Fig. 29).
In single-top production at hadron colliders, the spin of

the top quark is 100% left-handed polarised along the di-
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Table 6. Coefficient κ to leading and next-to-leading order in αs for the helicity basis, the beam ba-
sis and the off-diagonal basis for the TEVATRON in Run II (left) and for the LHC (right) from [200].
The numbers in brackets are taken from [201]. They are not directly comparable as they have been
calculated with different parton distribution functions, but they clearly show that the spin correla-
tions at the LHC are very small in the beam and the off-diagonal axis

pp̄ at
√
s= 1.96 TeV pp at

√
s= 14 TeV

Dilepton Lepton-Jet All-Jet Dilepton Lepton-Jet All-Jet

κheli. LO −0.471 −0.240 −0.123 0.319 0.163 0.083
NLO −0.352 −0.168 −0.080 0.326 0.158 0.076

κbeam LO 0.928 0.474 0.242 (−0.005)
NLO 0.777 0.370 0.176 (−0.072)

κoff-diag. LO 0.937 0.478 0.244 (−0.027)
NLO 0.782 0.372 0.177 (−0.089)

Fig. 30. In single top production, the top
quark is 100% polarised along the direc-
tion of motion of the d quark, in the top
quark rest frame

rection of motion of the d quark12, in the top quark rest
frame, since they involve the weak interaction (Fig. 30).
Given the large number of top quark pairs and single top
quarks that will be produced at the TEVATRON and the
LHC, the spin correlation and the single top polarisation
should be powerful tools to analyse the properties of the
top quark.
In the dilepton channel, defining θ+ (θ−) as the angle

between the direction of flight of the lepton 
+ (
−) in the
t (t̄) rest frame and arbitrarily chosen directions, the spin
correlation can be expressed as [193, 195, 202]:

1

σ

d2σ

d(cos θ+)d(cos θ−)
=
1−κ cosθ+ cos θ−

4
, (43)

where the correlation coefficient κ describes the degree of
correlation resulting from the production dynamics as well
as the spin analysis factors for the reactions t→ a . . . and
t̄→ b . . . [203, 204], present prior to imposition of selec-
tion criteria or effects of detector resolutions. In the lep-
ton+ jets and the all-jets channel, κ can be defined analo-
gously. Different choices of quantisation axes as arbitrary
directions in the definition of θ+ and θ− yield different
values for the correlation coefficient κ. Table 6 summarises
the values of κ expected in the Standard Model at lead-
ing and at next-to-leading order in αs at the TEVATRON
and at the LHC [200, 201] in all three tt̄ decay channels for
different choices of quantisation axes.

12 This consideration is only strictly valid in the Born-
approximation of the 2-to-2 process (ub→ dt or ud̄→ b̄t)
with massless quarks. Initial state gluon radiation changes the
centre-of-mass system of the initial partons and hence the he-
licity of the massive top quark.

At the TEVATRON, the dilepton spin correlations are
large in the beam and the off-diagonal axis. There appears
to be practically no difference between these two choices
as far as the sensitivity to QCD-induced spin correlations
is concerned [200, 201]. Yet, the beam axis might be sim-
pler to implement in the analysis of experimental data. The
QCD corrections are about −10%. At the LHC, the beam
and off-diagonal bases are not very good choices due to the
dominance of gg→ tt̄. Here, the helicity basis is a good
choice, and the QCD corrections are small. Another set of
observables for measuring the correlation of the tt̄ spins at
the LHC, which are expected to have only relatively small
experimental errors (see Sect. 6.1), are the opening angle
distributions predicted within QCD in [200]. For the LHC
a basis exists [205] which yields a larger effect than the he-
licity basis. Since the contributions from the gg and the
qq̄ initial state to κ enter with a different sign, the meas-
urement of the tt̄ spin correlations offers the possibility to
constrain the PDFs. Furthermore, a measurement of spin
correlations would provide a lower bound on |Vtb| without
assuming the existence of three quark generations [196].
The present status of experimental studies of tt̄ spin

correlation at the TEVATRON is described in Sect. 6.1.

2.4.5 Asymmetry in strong tt̄ production

Another interesting aspect of the strong production of tt̄
pairs is an asymmetry in the rapidity-distribution of the
t and t̄ quarks [206–208]. This effect arises at next-to-
leading order, and leads to a forward-backward asymmetry
of about 5% in tt̄ production at the TEVATRON.With the
present experimental precision, this effect is not yet visible.
Therefore, no studies of the asymmetry in strong tt̄ produc-
tion are presently pursued at the TEVATRON.

2.4.6 Rare top quark decays

Rare top decays in the Standard Model tend to be very
rare, outside the range of the TEVATRON. The flavour
changing neutral current decays t→ Zq and t→ γq have
negligible branching ratios in the Standard Model [209].
Deviations from this expectation are searched for at the
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Fig. 31. Rare top quark decays: a t→Ws and b t→Wd

TEVATRON (Sect. 6.5) and will be searched for with much
higher sensitivity at the LHC.
The least rare of the rare top quark decays in the Stan-

dard Model are the CKM suppressed decays t→Ws and
t→Wd, shown in Fig. 31. These decays are interesting be-
cause they allow a direct measurement of the CKM matrix
elements Vts and Vtd. Assuming three quark generations,
the branching ratios are predicted to be [167]:

B(t→Ws)≈ 0.1% , (44)

B(t→Wd)≈ 0.01% , (45)

which are small, but not zero. Since there will be about
10000 raw tt̄ pairs produced at the TEVATRON in Run-II
with 2 fb−1 and about 8 million tt̄ events at the LHC in one
year of running at luminosities of 1033 cm−2 s−1, events of
this type will be present in the data. However, there is at
present no generally accepted strategy for identifying these
events.

2.4.7 Top quark Yukawa coupling

Yukawa coupling is the Higgs coupling to fermions and
thus relates the fermionic matter content of the Standard
Model to the source of mass generation, the Higgs sec-
tor [20–22]. In the Standard Model, the Yukawa coupling
to the top quark, yt =

√
2mt/v (where v ≈ 246GeV is the

vacuum expectation value), is very close to unity. This
theoretically interesting value leads to numerous specula-
tions that new physics might be accessed via top quark
physics [210]. The Yukawa coupling will be measured in the
associated tt̄H production at the LHC.
Indirect determinations of yt represent an independent

and complementary approach to the direct measurement of
yt via tt̄H production at the LHC or even a linear collider,
which of course provides the highest accuracy [172, 173]. At
a linear collider with

√
s= 500GeV, the top quark Yukawa

coupling is expected to be measured directly with 33%
precision with a possible improvement to 10% when using
polarised beams [211], at

√
s = 800GeV even a 5% meas-

urement appears possible in unpolarised e+e− collisions
due to the increased tt̄H production cross section [172].
In order to obtain indirect constraints on the top quark
Yukawa coupling yt from electroweak precision observables
a high precision on the top quark mass mt is import-
ant [212]. The top coupling enters the Standard Model
prediction of electroweak precision observables starting at

O(ααt) [213, 214]. Indirect bounds on this coupling can be
obtained if one assumes that the usual relation between the
Yukawa coupling and the top quark mass, yt =

√
2mt/v, is

modified.
Assuming a precision ∆mt = 2GeV/c

2, an indirect de-
termination of yt with an accuracy of only about 80%
can be obtained from the electroweak precision observables
measured at a Linear Collider with GigaZ option. A preci-
sion of ∆mt = 0.1 GeV/c

2, on the other hand, leads to an
accuracy of the indirect determination of yt of about 40%,
which is competitive with the indirect constraints from the
tt̄ threshold [171] with a precision of 35%.

2.5 Modelling of top quark and background events

The extraction of top-quark properties from TEVATRON
and the LHC data rely on good understanding of the pro-
duction and decay mechanisms of the top quark, as well
as of the background processes. For the background, the
jets are expected to have a steeply falling ET spectrum, to
have an angular distribution peaked at small angles with
respect to the beam, and to contain b- and c-quarks at
the few percent level. On the contrary, for the top sig-
nal, the b fraction is expected to be ≈ 100% and the jets
rather energetic, since they come from the decay of a mas-
sive object. It is therefore possible to improve the S/B
ratio by requiring the presence of a b quark, or by select-
ing very energetic and central kinematic configurations,
or both.
Background estimates can be checked using control

data samples with fewer jets, where there is little top con-
tamination (0 or 1 jet for dilepton channels, 1 or 2 jets
for lepton+ jets channels, and, ≤ 4 jets or multi-jets ig-
noring b-tagging for the all-jets channel). Wherever pos-
sible, estimates of the background rate and shape in rele-
vant kinematic distributions are performed in data, since
the leading-order (LO) Monte Carlo simulations are sub-
ject to large theoretical uncertainties, in particular in their
normalisation.
Next-to-leading order Monte Carlo programs have

recently become available for both signal (tt̄, single-
top so far only s- and t-channel) and background pro-
cesses [215–220], but for the backgrounds the jet multiplic-
ities required in tt̄ analyses are not yet available. To date,
only leading-order Monte Carlo programs have been used
in the analyses. Theoretical estimates of the background
processes (W - or Z-bosons+jets and dibosons+jets) using
LO calculations have large uncertainties. While this limi-
tation affects estimates of the overall production rates, it
is believed that the LO determination of event kinemat-
ics and of the fraction ofW +multi-jet events that contain
b- or c-quarks are relatively accurate [221, 222].
The simulation of pp̄ or pp interactions in Monte Carlo

programs makes use of the factorisation (Sect. 2.1) in
a short distance hard scattering interaction, calculable in
perturbative QCD, and the long range physics, includ-
ing the parton momentum distributions and further soft
physics interactions, referred to as the underlying event.
This separation introduces the artificial factorisation scale
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Fig. 32. Sketch of a pp̄ or pp interaction

Q2. Additional effects such as multiple proton interactions
and pile-up can occur in the detector.
Figure 32 shows a sketch of the pp̄ or pp interactions.

The full chain of the simulation is briefly described in the
following:

The hard scatter interaction is described by calculating the
leading order matrix element using PYTHIA [223] or ALP-
GEN [224]. The set of parton distribution functions used is
CTEQ5L [94], and CTEQ6.1M [132]. The latter is derived
in NLO, which is strictly speaking not adequate to be used
with a leading order matrix element. However, proper PDF
uncertainties are at present only available for NLO PDFs,
and numerically the change in the tt̄ cross section at the
TEVATRON is found to be small.

The underlying event is comprised of a hard component
and of a soft component. The hard component describes
the particles that arise from initial and final state radia-
tion and from the outgoing hard scatter partons. The soft
component consists of beam–beam remnants and multiple
parton interactions.

– The beam–beam remnant describes the outgoing par-
tons of the pp̄ or pp interaction, which do not partic-
ipate in the hard scattering process. The colour con-
nection between these spectator partons and the two
partons from the hard scattering is the origin of this soft
interaction and is hard to model.
– Multiple parton interactions describe the possibil-
ity that a hard scattering event also contains “semi-
hard” interactions between the remaining partons from
a given pp̄ or pp pair. There is a colour connection be-
tween the “semi-hard” and the hard scattering partons,
and in addition a dependence on the pT of the hard
scattering process.

The transverse region defined as the phase space around
the plane orthogonal to the jet with highest ET in the
event, is sensitive to the underlying event. A data to Monte
Carlo comparison of the average charged particle dens-
ity and pT distribution in the transverse region provides

a measurement of the underlying event and allows the tun-
ing of its Monte Carlo modelling, dubbed “Tune-A” [225].
PYTHIA 6.202 and JETSET [223], including multi-

ple parton interactions, are used to model the underlying
event. PYTHIA models the soft component of the underly-
ing event with colour string fragmentation. Recently, also
HERWIG [226, 227] was modified to provide a simulation
of the underlying event including multiple parton interac-
tions using JIMMY [228, 229].

Multiple proton interactions can occur whenmore than one
pp̄ or pp interaction takes place in the colliding bunches
of hadrons. The multiple proton interactions are simulated
by superimposing minimum bias data events to the event.
Minimum bias events are defined as events which show
a minimum activity in the detector, i.e. not being triggered
by a high pT lepton, jet or �ET. At the TEVATRON, the
number of added events is taken from a Poisson distribu-
tion with a mean between 0.5 and 0.8 events. This number
is luminosity dependent and will be significantly larger at
the LHC.

Pile-up describes overlapping pp̄ or pp interactions from
consecutive bunch crossings in the detector, which are re-
constructed in one event. The pile-up can be simulated or
modelled by adding randomly recorded data events (called
zero bias).

Hadronisation: The collections of partons must then be
hadronised into colourless mesons and baryons. Different
approaches are used by the event generators. The Lund
model implemented in PYTHIA [223] splits gluons into qq̄
pairs and turns them into hadrons via the string fragmen-
tation model. HERWIG [226, 227] forms colourless clusters
from quarks and gluons with low invariant mass, which are
turned into hadrons (cluster fragmentation).

The Detector Simulation at the TEVATRON is based on
GEANT 3 [230], while the LHC experiments describe their
detector geometry using GEANT 4 [231]. The generation
of large samples of Monte Carlo events can be necessary for
example for studies of systematic uncertainties or the con-
struction of template distributions from Monte Carlo sam-
ples generated with different generation parameters such
as a varied top quark mass. Since the generation of such
samples is very CPU intensive, the TEVATRON as well
as the LHC experiments use in addition to the ‘full simu-
lation’ of the detector geometry and material distribution
also fast simulations, which are based on parameterisations
of their detector response. These fast simulations are tuned
to the full detector simulation. They are followed by the
signal digitisation and the reconstruction software.

2.5.1 Event generators

Several Monte Carlo programs are available to calculate
tree level matrix elements or to generate full scatter-
ing events including parton showering and hadronisation.
A brief summary is given in the following, while a more
detailed overview can be found in [232].
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Full event simulation packages. These packages provide
a full event simulation including the hard process gener-
ation, showering and hadronisation with subsequent de-
cays of the unstable hadrons.

HERWIG [226, 227] contains a wide range of Standard
Model, Higgs and supersymmetric processes. It uses
the parton-shower approach for initial- and final-state
QCD radiation, including colour coherence effects and
azimuthal correlations both within and between jets.
HERWIG is particularly sophisticated in its treatment
of the subsequent decay of unstable resonances, includ-
ing full spin correlations for most processes.
Processes included: tt̄, single-top (t- and s-channels),
tt̄H, Ztt̄, gb→ tH+.

PYTHIA [223] is a general-purpose generator for hadronic
events in pp, pp̄, e+e− and ep collisions. It contains
a subprocess library and generation machinery, initial-
and final-state parton showers, underlying event, hadro-
nisation and decays, and analysis tools.
Processes included: tt̄, single-top (t- and s-channels),
tt̄H, gb→ tH+, no spin correlations.

ISAJET [233] is a general-purpose generator for hadronic
events. ISAJET is based on perturbative QCD plus
phenomenological models for parton and beam jet frag-
mentation.
Processes included: tt̄, no spin correlations.

SHERPA [234] is a new multi-purpose event generator
a powerful matrix element generator AMEGIC++.
Processes included: Standard Model, MSSM and an
ADD model of large extra dimensions.

Tree level matrix element generators. Such packages gener-
ate the hard processes kinematic quantities, such as masses
and momenta, the spin, the colour connection, and the
flavour of initial- and final-state partons. Then such infor-
mation is stored in the “Les Houches” format and is passed
to full event simulation generators, such as PYTHIA or
HERWIG.

ALPGEN [224] is designed for the generation of the Stan-
dard Model processes in hadronic collisions, with em-
phasis on final states with large jet multiplicities. It
is based on the exact LO evaluation of partonic ma-
trix elements, as well as top quark and gauge bo-
son decays with helicity correlations. The code gen-
erates events in both a weighted and unweighted
mode.
Processes included: tt̄+ up to 6 jets, single-top: tq, tb,
tW , tbW (no extra jets), tt̄tt̄+ up to 4 jets, tt̄bb̄+ up to
4 jets, tt̄H+ up to 4 jets,W/Ztt̄+ up to 4 jets.

COMPHEP [235] computes squared Feynman diagrams
symbolically and calculates numerically the correspon-
ding total and differential cross sections. The event out-
put is provided in the “Les Houches” format.
Processes included: tt̄, single-top, tt̄bb̄,W/Ztt̄, spin cor-
relations are included.

MADEVENT [236] is a multi-purpose, tree-level event
generator, which is powered by the matrix element
generator MADGRAPH [237]. MADGRAPH automat-

ically generates the amplitudes for all relevant subpro-
cesses and produces the mappings for the integration
over the phase space.
Processes included: tt̄+ up to 3 jets, single-top, tt̄bb̄+
up to 1 jet, tt̄H+ up to 2 jets.

MC@NLO [215–220] combines a Monte Carlo event gen-
erator with exact NLO calculations of rates for QCD
processes at hadron colliders.
Processes included: tt̄, single-top (s- and t-channel).

ACERMC [238, 239] is dedicated to the generation of
Standard Model background processes in pp collisions
at the LHC.
Processes included: tt̄, single-top, tt̄tt̄, tt̄bb̄,W/Ztt̄, spin
correlations are included.

SINGLETOP [240] is a generator based on the COM-
PHEP package.
Processes included: t-channel single-top production
(2→ 2 and 2→ 3), spin correlations are included.

TOPREX [241] provides a simulation of several import-
ant processes in hadronic collisions, which are not
implemented in PYTHIA. Several top-quark decay
channels are included: the Standard Model channel
(t→ qW+ , q = d, s, b), b-quark and charged Higgs
(t→ bH+) and the channels with flavour changing
neutral current (FCNC): t→ u(c)V, V = g, γ, Z. The
implemented matrix elements take into account spin
polarisation of the top quark.
Processes included: gg(qq̄)→ tt̄, single-top (t-, s- and
tW -channel), qq̄′→H±∗→ tb̄, qq̄→W ∗/Z∗QQ̄, with
W ∗/Z∗→ ff̄ and Q= c, b, t, gu(c)→ t→ bW (due to
FCNC).

MCFM [221, 242] includes the matrix elements at NLO
and incorporates full spin correlations.
Processes included: tt̄, single-top (t- and s-channel),
tt̄H,W/Ztt̄.

ZTOP [149, 161] includes the full NLO corrections to
single-top production (t- and s-channel).

ONETOP [153–155] includes the full NLO corrections to
single-top production (t- and s-channel) and to the top
quark decay.

2.5.2 tt̄ signal simulation

In CDF, the production and decay of the tt̄ signal is simu-
lated using PYTHIA [223] for the hard scatter process,
followed by HERWIG for the hadronisation step. DØ uses
ALPGEN [224], which includes the complete 2→ 6 Born
level matrix elements, followed by PYTHIA for the simu-
lation of the underlying event and the hadronisation. This
procedure takes advantage of the full spin correlation infor-
mation for top quarks that is provided in ALPGEN. In al-
most all analyses, the top quark mass is set to 175GeV/c2.
EVTGEN [243], known to successfully describe the spin
correlations between the decay particles, is used to pro-
vide the branching fractions and lifetimes for the following
b-quark states: B0, B+, B0s , B

+
c , and Λb. In earlier CDF

analyses, the program QQ [244] is used for that purpose.
The decay of Taus in the final state is simulated using
TAUOLA [245, 246].
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2.5.3 W/Z+ jets background simulation

The dominant background for the tt̄ analyses in the lep-
ton+ jets and the dilepton channel is theW +jets and Z+
jets or diboson background. The all-jets channel is dom-
inated by instrumental background from multijet events,
which is estimated from control data samples.
In DØ, the W/Z+jets background is simulated using

ALPGEN followed by PYTHIA, while CDF uses HER-
WIG to simulate the hadronisation. Example Feynman
diagrams of the inclusive W/Z+jets processes considered
are shown in Fig. 33. In the b-tag analyses, each data sam-
ple (µ+jets and e+jets) is subdivided into disjoint event
samples with 1, 2, 3, and ≥ 4 jets in the final states, and
each sample represents an individual counting experiment.
In the example topology of the W +4-jets analysis, the
following flavour combinations are generated separately:
Wjjjj, Wcjjj, Wcc̄J , and Wbb̄J , where j is any flavour
of u, d, s, g and J is any flavour of u, d, s, g, c. Similar com-
binations are generated separately for the 1, 2, and 3-jet
case.
While the overall production rate of the LO Monte

Carlo program ALPGEN does not describe the data very
well, the event kinematics of the W/Z+jets samples do
describe the data reasonably well. Also, the ratio of b-jets

Fig. 33. Example diagrams
for the process parton+par-
ton→W/Z+2 partons (left)
and parton+parton→W/Z
+3 partons (right). The vec-
tor boson is denoted by a wavy
line

Fig. 34. Ratio of W/Z+2b-
jets to W/Z +2 jet events
in LO and NLO at two dif-
ferent factorisation scales.
From [221]

to light flavour jets changes very little upon the inclusion
of NLO radiative corrections and appears to be predicted
very well by LO perturbation theory [221, 222]. This is
demonstrated in Fig. 34, which compares the shape of the
ratio of b-jets to light flavour jets in LO and NLO calcu-
lations as a function of the di-jet mass. Good agreement
between the LO and the NLO results is found for the
W +2 jets (left) and the Z+2 jets (right). First stud-
ies in W/Z+4 jets production indicate that for higher
jet multiplicities the NLO corrections to the shape of
the distribution might be somewhat larger [222]. Fur-
ther studies are clearly needed in this area. Also, CDF
and DØ are expected to provide measurements of the
W/Z+jets cross section as a function of the jet multi-
plicity with increased precision soon, allowing for more
stringent tests of the perturbative QCD calculations
at LO and NLO.
Diboson (WW , WZ, and ZZ) backgrounds are

modelled in CDF using PYTHIA [223] and ALPGEN+
HERWIG Monte Carlos [224, 226, 227], while DØ uses
ALPGEN and PYTHIA. Both experiments normalise their
diboson samples to the theoretical total NLO cross section:
13.3 pb for WW , 4.0 pb for WZ, and 1.5 pb for ZZ [247].
The normalisation uncertainties are determined different
using Monte Carlo calculations for the same process.
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2.6 Jet-parton matching

In the recent years, the consistent combination of the lead-
ing order parton level calculation, performed for example
by ALPGEN, with the partonic shower Monte Carlo pro-
grams PYTHIA and JETSET or HERWIG is a topic that
has received much attention [248–250]. In this merging
process the problem of possible double counting of configu-
rations with different number of hard partons at the matrix
element level but similar final state occurs:
The parton shower Monte Carlo programs serve to

model the higher order corrections to the leading order ma-
trix element calculation in all orders of αs. Two sources
of double counting are identified. (i) Consider the final
state of W +n jets. This final state can be produced by
a W +n parton matrix element calculation with a par-
ton shower step that transforms each parton into a jet.
Another possibility is a W +(n−1) parton matrix elem-
ent calculation with a parton shower step that generates
an additional jet, so that n jets are reconstructed in the
detector. In general, W +(n−m) partons with m ad-
ditional jets from the parton showering and 0 ≤m ≤ n
can give the same final state in the detector. Figure 35
shows the example of W +3 jets events with m = 0 (left)
or m = 1 (right) additional jets from the parton shower
step. (ii) The second source of double counting can occur
when events differ in the number of hard scatter partons,
but some jets are too soft or too forward to be recon-
structed in the detector or selected, yielding identical final
states.
A matching of partons, produced by the matrix elem-

ent calculation, to reconstructed jets is performed in order
to eliminate the double counting. This matching proced-
ure also reduces the sensitivity of the parton-level cross
section, predicted by the fixed-order matrix element gen-
eration (ALPGEN or PYTHIA), to the parton generation
cuts. Two matching procedures have been proposed:

CKKW matching. The multijet matrix elements are
merged with the shower development by reweighting the
matrix elements weights with Sudakov form factors and ve-
toing shower emissions in regions of phase space already
covered by the parton level configurations [251, 252]. This

Fig. 35. Left: W +3 parton process calculated by the matrix
element (ME) and no additional jets from the parton shower
(PS). Right: W +2 parton process calculated by the matrix
element and one additional jet generated by the parton shower.
Both processes lead to the same final state

matching scheme is implemented in the Monte Carlo pro-
gram SHERPA [253–255].

MLM matching. Matrix element partons are matched to
parton jets [248, 256]. Events are rejected if there are extra
jets which fail to match to the light partons generated at
the matrix element level or if there are missing jets. In the
special case of heavy flavour partons, the strict matching
criteria are relaxed because the two partonsmay be merged
into one jet due to the parton mass.
Although it minimises double counting of generated

events, this procedure introduces a new type of system-
atic uncertainty which depends on the matching criteria
and the jet definition. The jet-parton matching proced-
ures are presently used by CDF and DØ in some of the
b-tagging analyses. Further concerted effort by theorists
and experimentalists will be needed to study the match-
ing procedures, their effects on kinematic distributions of
the corresponding Monte Carlo samples and the resulting
systematic uncertainties. In particular for the LHC these
techniques will play an important role due to the very large
rate of tt̄ events and the high rate ofW/Z+jet events with
large jet multiplicity.

3 Accelerator and detectors

In this chapter experimental aspects of the top quark pro-
duction and detection are discussed. First the TEVATRON
collider and the CDF and DØ experiments are described,
followed by a discussion on the identification algorithms of
physics objects such as electrons, muons, tau, neutrinos,
jets and b-jets by the CDF and DØ collaboration.

3.1 The TEVATRON accelerator

The pp̄ collider TEVATRON [257, 258] at FERMILAB in
Batavia, Illinois, near Chicago is the world’s highest en-
ergy particle accelerator, with a centre-of-mass energy of√
s= 1.96 TeV. It is at present the only collider with suf-
ficient energy to produce top quarks. During the data-
taking period from 1992–1996 (Run-I), the TEVATRON
experiments CDF and DØ each collected about 125 pb−1

of pp̄ collisions data at a centre-of-mass energy of 1.8 TeV,
leading to the discovery of the top quark, a measure-
ment of its mass, a precision measurement of the mass of
the W -boson, detailed analyses of gauge boson couplings,
studies of jet production and vastly improved limits on
the production of new phenomena, such as leptoquarks
and supersymmetric particles, among many other accom-
plishments. The new data-taking period (Run-II) started
in March 2001 and is expected to deliver between 4 fb−1

and 9 fb−1 by the year 2009. Since most of the analyses and
measurements discussed in this document have been per-
formed at the TEVATRONRun-II, only that experimental
setup is discussed. For details on the experimental environ-
ment in Run-I see for example [3].
Figures 36 and 37 show an aerial view of the FER-

MILAB accelerator complex. Negative hydrogen ions are
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Fig. 36. Aerial view of the FERMILAB accelerator complex

Fig. 37. Schematic view of the pre-accelerator chain and the
TEVATRON

first accelerated to 750 keV by an electrostatic Cockcroft–
Walton accelerator and then injected into a linear acceler-
ator which boosts their energy to 400MeV. These ions are
stripped of their electrons as they pass through a sheet of

Fig. 38. Left: Time evolution
of the TEVATRON instanta-
neous luminosity. The Run-I
record of 2×1031 cm−2 s−1 =
20 µb−1 s−1 was broken in spring
2002; right : Integrated luminos-
ity delivered to CDF and DØ by
the TEVATRON (from [260])

graphite and are injected into the Booster. This 75m ra-
dius synchrotron accelerates the protons to 8 GeV. From
there they are injected into the main injector, where they
are further accelerated to 120 or 150GeV, depending on
their destination. The 150GeV protons are ejected into the
TEVATRON. Antiprotons used in the collisions are col-
lected from the interaction products of a portion of the
120GeV proton beam incident on a Nickel–Copper tar-
get. They are collected from the production target using
a lithium lens, momentum-selected around 8GeV. The
antiprotons are cooled and debunched in the large aper-
ture accelerators debuncher and accumulator, two rounded
triangular-shaped concentric storage rings with radii of
about 75–90m, using multiple stochastic cooling [259] sys-
tems. When enough antiprotons have been accumulated
(stacked), they are extracted into the Main Injector, accel-
erated to 150GeV and injected into the TEVATRON.
The TEVATRON is a synchrotron made from super-

conducting magnet coils and warm ion magnets. In collider
mode, the TEVATRON is filled with 36 bunches of pro-
tons and antiprotons, arranged in three bunch trains with
long abort gaps, circulating in opposite directions and sep-
arated by 396 ns bunch spacing. The protons and antipro-
tons are accelerated to their final energy of 980GeV before
colliding at the centre of the CDF and DØ detectors. The
beams are typically kept colliding for ≈ 24 h, after which
the beam intensity is too low and the spread too high, so
that the beams are dumped and the machine is refilled.
The dumping and refilling process typically takes about
2.5 h. The length of each bunch is ≈ 38 cm, resulting from
the accelerator RF system.
After the TEVATRON upgrade in 1996–2001, the col-

lider was commissioned for Run-II starting in May 2001.
The Run-I record for the instantaneous luminosity of
2×1031 cm−2 s−1 was surpassed in the spring of 2002.
Since then, the TEVATRON performance is continuously
increasing. Figure 38 shows the time development of the
instantaneous and of the integrated luminosity. Since the
fall of 2004, when the recycler was commissioned, peak lu-
minosities of 100×1030 cm−2 s−1 = 100 µb−1 s−1 are rou-
tinely achieved. The TEVATRON delivered over 1 fb−1,
CDF and DØ, of which 200–350 pb−1 have been studied by
each experiment in the analyses presented in this report.
Figure 38 also shows the delivered luminosity per fiscal
year up to 2005 compared to the conservative ‘baseline’
and the optimistic ‘design’ scenario of luminosity devel-
opment as predicted in the summer of 2003. In 2005 the
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TEVATRON delivered more integrated luminosity than
expected in the optimistic ‘design’ scenario.
Since the summer of 2003 several measures have been

or will be taken to increase the TEVATRON luminosity
further [261–264]: by the end of 2004, the number of pro-
tons on the antiproton production has been increased by
the use of slip stacking (antiprotons loaded from both ac-
cumulator and recycler), increasing the number of pro-
tons on the antiproton target from 5×1012 to more than
8×1012, along with an upgrade of the target itself in
order to be able to handle higher beam intensity. The
antiproton collection efficiency has been increased by an
increase in the gradient of the antiproton collection lens
as well as an increase in the aperture of the antipro-
ton collection transfer line and the Debuncher ring. Fur-
thermore, the antiproton stacking and storing capabili-
ties will be increased by increasing the flux capability
of the Accumulator stacktail stochastic cooling system,
and by using the Recycler as a second antiproton storage
ring, with both stochastic [259] and electron cooling [265].
The additional electron cooling is being commissioned in
the summer and fall 2005. In addition, the TEVATRON
itself will be upgraded to be able to handle higher in-
tensity bunches. Improvements to the helix separation
and smoothness as well as an active compensation for
beam–beam tune shift will be implemented. The expected
luminosity projection, resulting from this TEVATRON
upgrade programme, is summarised in Table 7. After the
completion of the above mentioned TEVATRON upgrade
in about 2006/2007, the TEVATRON is expected to con-
tinue operation until the end of 2009. By that time, an
integrated luminosity of 4.5 to 8.6 fb−1 will presumably be
delivered to each experiment.
Table 8 summarises the most important collider param-

eters, comparing the Spp̄S at CERN, the TEVATRON

Table 8. Summary of design parameters for the hadron colliders Spp̄S at CERN, the TEVATRON
at FERMILAB and the upcoming LHC at CERN (from [167, 266])

Spp̄S TEVATRON LHC

Physics start 1981 1987 2007
Particles p̄p p̄p pp
cm energy (TeV) 0.62 1.96 14

Lumi (1030 cm−2 s−1) 6 50–100 0.1–1.0×104

Lumi (fb−1 year−1) 0.05 0.5 100
Bunch spacing (ns) 3800 396 25
Transverse emittance p: 9 p: 4.3 0.5
(10−9 πrad−m) p̄: 5 p̄: 2.7
Bunch length σz (cm) 20 38 7.5
β∗, ampl. function at 0.6 (H) 0.35 0.5 - 0.55
interaction point (m) 0.15 (V)
Particles per bunch (1010) p: 15 p: 24 p : 11.5

p̄: 8 p̄: 3
Max. no p̄ in accumulator 1.2×1012 2.6×1012 –
Bunches 6+6 36+36 2835+2835
Circumference (km) 6.9 6.28 26.7
No. dipoles 232 774 1232 (main dipoles)
Magnet type warm cold, warm iron cold, cold iron
Peak magnetic field (T) 1.4 4.4 8.3

Table 7. Expected integrated luminosity projection for the
TEVATRON Run-II in fb−1 per experiment (from [261–264])

year 2003 2004 2005 2006 2007 2008 2009

baseline 0.28 0.59 0.98 1.48 2.11 3.25 4.41
design 0.30 0.68 1.36 2.24 3.78 6.15 8.57

at FERMILAB and the upcoming LHC at CERN. For
the first two colliders, the factor limiting the luminos-
ity is the number of antiprotons which can be produced
and stored at high energies. Note that the TEVATRON
stores about 1×1030 antiprotons per beam, i.e. ‘only’
twice as many as were stored in the Spp̄S. Neverthe-
less the instantaneous luminosity at the TEVATRON
is much higher than at the Spp̄S thanks to the im-
proved magnet technology, resulting in a smaller trans-
verse beam size and beta function β∗ at the interaction
point:

L=
fNp(BNp̄)

2π(σ2p+σ
2
p̄)
F (σz/β

∗) , (46)

where f is the bunch revolution frequency, Np the number
of protons per bunch, Np̄ the number of antiprotons per
bunch, B the number of bunches, σp and σp̄ the transverse
size of the proton and antiproton beams, respectively. The
luminosity also depends on the beam shape form factor F
which in turn is a function of the longitudinal bunch length
σz and the beam amplitude function β

∗, which is the ratio
of the transverse beam size σx and the corresponding di-
rection with respect to the beam axis, σ′x at the interaction
point. To achieve high luminosities, one wants β∗ to be as
small as possible.
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Fig. 39. Elevation view of
the CDF detector in Run-II

3.2 The CDF and DØ detectors

The CDF and DØ detectors [267–270] are large omni-
purpose detectors. They have been designed for the identi-
fication of the particles in the final states of the pp̄ collisions
and precision measurement of their four-momenta. To
serve this purpose, both experiments consist of three ma-
jor subsystems. At the core of the detector, a magnetised
tracking system records precisely the angles and trans-
verse momenta of charged particles. A hermetic, finely
grained calorimeter measures the energy of electromag-
netic and hadronic showers, and a muon system detects
and measures the momenta of escaping muons. Both ex-
periments have undergone substantial upgrades [271–274]
after the end of Run-I and have been recomissioned in
Run-II [275–282].
Both experiments use a right-handed coordinate sys-

tem, centred on the detector, with the z-axis along the pro-
ton beam direction. The y-axis is vertical, and the x-axis
points towards the centre of the accelerator ring, defining
the transverse plane. In addition, the polar angle θ, the
azimuthal angle φ, and the pseudorapidity13 η, defined as
η ≡ − ln(tan θ/2), are frequently used. The separation of

13 The pseudorapidity η is obtained as an approximation of

the rapidity y = 12

(
E+pz
E−pz

)
when the particle mass is ignored,

i.e. for p�m. Rapidity intervals ∆y are Lorentz-invariant. In
inclusive QCD the number of particles produced per rapidity
interval is a flat plateau reaching out to (ycm)max =± 12 ln

(
s
m2

)
in the centre-of-mass frame.

two physics objects is typically expressed by their distance

in the (η, φ) plane, i.e. ∆R =
√
(∆η)2+(∆φ)2, which is

a Lorentz-invariant quantity with respect to boosts along
the z-axis. Depending on the choice of the origin of the co-
ordinate system, the coordinates are referred to as physics
coordinates, when the origin is the reconstructed events
vertex (φ and η), while detector coordinates (φdet and
ηdet) are calculated with respect to the centre of the
detector.

3.2.1 CDF

The CDF Run-II detector [271, 272], in operation since
2001, is an azimuthally and forward-background sym-
metric apparatus designed to study pp̄ collisions at the
TEVATRON. It is a general purpose solenoidal detec-
tor which combines precision charged particle tracking
with fast projective calorimetry and fine grained muon
detection. The detector is shown in an elevation view
in Fig. 39. The CDF detector consists of three main func-
tional sections going radially outwards from the beam-
line. The tracking system is used for particle charge and
three-momentummeasurements. It is contained in a super-
conducting solenoid, 1.5m in radius and 4.8m in length,
which generates a 1.4 T magnetic field parallel to the beam
axis. The solenoid is surrounded by the scintillator-based
calorimeter system with separate electromagnetic and
hadronic measurements, which covers the region |η| ≤ 3.
Outside the calorimeters, layers of steel absorb the re-
maining hadrons leaving only muons, which are detected
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by the outermost muon detectors. The CDF Run-I and
Run-0 detector, which was operated between 1987 and
1996, is described elsewhere [267–269]. Major differences
for Run-II include: the replacement of the central tracking
system, the replacement of a gas sampling calorimeter in
the plug-forward region with a scintillating tile calorime-
ter, preshower detectors, extension of the muon coverage,
a time-of-flight (TOF) detector and upgrades of trigger,
readout electronics, and the data acquisition systems. The
main features of the Run-II detector systems are sum-
marised below.

Luminosity monitor. The beam luminosity is determined
by using low pressure gas Cherenkov counters located in
the 3.7< |η|< 4.7 region which measure the average num-
ber of inelastic pp̄ collisions per bunch crossing [275]. The
detector consists of 48 thin, long, conical counters, ar-
ranged around the beam pipe in three concentric layers of
16 counters, each oriented with their small end pointing to
the centre of the interaction region and readout via pho-
tomultiplier tubes (PMTs) at their larger end. The cones
in the outer two layers are about 180 cm long, the inner
ones about 110 cm. Prompt particles from pp̄ interactions
traverse the full length of the counter and generate a large
amplitude PMT signal,∼ 100 photoelectrons, while beam-
halo particles traverse the counter at larger angles with
shorter path length, yielding a much smaller signal. Since
the counters effectively measure the actual number of pri-
mary particles, the Cherenkov monitor does not saturate
at high TEVATRON luminosity.

The central tracking system. The tracking system consists
of a silicon microstrip system [276] and of an open-cell wire
drift chamber (COT) [277] that surrounds the silicon de-
tector. The silicon microstrip detector (Fig. 40) consists
of seven layers (eight layers for 1.0 < |η| < 2.0) in a bar-
rel geometry that extends from a radius of 1.5 cm from the
beam line to r = 28 cm, at a length from90 cm to nearly two
meters. The layer closest to the beam pipe is a radiation-
hard, single sided axial strip detector called Layer 00 which
employs LHC designs for sensors supporting high-bias volt-
ages. This enables good signal-to-noise performance even
after extreme radiation doses. The layer 00 silicon has an
implant pitch of 25 µm and a readout pitch of 50 µm. The
remaining seven layers are radiation-hard, double sided de-
tectors. The next five layers after Layer 00 at radii from2.45
to 10.6 cm comprise the SVXII system consisting of 300 µm
thick, n-type, double sided sensors. The SVXII uses 90-
degree and small angle stereo sensors for the n-strips from
the innermost to outermost SVXII layers in the pattern
(90◦, 90◦,−1.2◦, 90◦,+1.2◦). The p-strips on the non-stereo
side run in the axial direction, spaced in rφ by 60–65 µm.
The two outer layers comprise the intermediate silicon layer
(ISL) system. The ISL consists of two symmetric silicon
layers in the forward and backward region (|η| ≥ 1.1) lo-
cated at radii ofR
 20 cmandR
 29 cm, respectively, and
one in the central region (|η| < 1.1) at R 
 23 cm. It pro-
vides one space point in the central region which improves
the matching between the SVXII tracks and COT tracks
and its fine granularity helps to resolve ambiguities in dense

Fig. 40. Left: A side view of half of the CDF silicon system.
The z coordinate is strongly compressed. Right: An endview of
the CDF silicon tracker showing the SVXII cooling bulkheads
and ISL support structures

track environments. This entire silicon tracking system al-
lows track reconstruction in three dimensions. The impact
parameter resolution of the combination of SVXII and ISL
is 40 µmincluding a 30 µmcontribution from the transverse
width of the beam-line. The z0 resolution of the SVXII and
ISL is 70 µm.
The central outer tracker (COT, Fig. 39) is a 3.1m long

cylindrical drift chamber outside the silicon microstrip de-
tector which covers the radial range from 40 to 137 cm
and provides 96 measurement layers, organised into alter-
nating axial and ±2◦ stereo superlayers. Supercells of 12
sense wires each are tilted by 35◦ with respect to the ra-
dial direction in order to compensate for the Lorentz angle
and the drifting charge particles in the magnetic field. The
COT provides coverage for |η| ≤ 1. The hit position reso-
lution is approximately 140 µm and the momentum reso-
lution σ(pT)/pT

2 = 0.0015 (GeV/c)−1. The COT provides
in addition particle identification information based on the
dE/dx energy loss.

The time-of-flight detector. A time-of-flight (TOF) detec-
tor [278], based on 3m long plastic scintillator bars and
fine mesh photomultipliers, attached to both ends of each
bar, is installed in a few centimetres clearance just out-
side the COT. The TOF resolution is ≈ 100 ps and it pro-
vides at least two standard deviation separation in recon-
structed particle mass14 betweenK± and π± for momenta
p < 1.6GeV/c. The TOF is mainly used for heavy flavour
physics and for searches for new phenomena, such as stable
heavy particle production in CDF.

The calorimeter system. Segmented electromagnetic and
hadronic sampling calorimeters, arranged in projective
towers, surround the tracking system and measure the
energy flow of interacting particles in the pseudorapid-
ity range |η| < 3.64. The central calorimeters (and the
endwall hadronic calorimeter) cover the pseudorapidity
range |η|< 1.1 (1.3). The central electromagnetic calorime-
ter [279] (CEM, see Fig. 41) uses lead sheets interspersed
with polystyrene scintillator as the active medium and em-

14 m= pc

√(
ct
L

)2
−1, where p is the particle momentum from

the tracker, t is the time of flight from the TOF, L is the path
length, and c is the speed of light.
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Fig. 41. Left: One wedge of the
CDF central electromagnetic
calorimeter. The ten (∆φ,∆η) =
(15◦, 0.11) projective towers are
shown. Right: Cross section of the
CDF plug calorimeter

ploys phototube readout. The CEM thickness corresponds
to 18X0 and its energy resolution is 13.5%/

√
E⊕2%. The

central hadronic calorimeter [280] (CHA) uses steel ab-
sorber interspersed with acrylic scintillator as the active
medium. It is about 4.5λI thick and its energy resolution
is 75%/

√
E⊕ 3%. The central calorimeters are divided

into 24 wedges, each extending about 250 cm along the
beam axis on either side of z = 0. The calorimeter towers
cover a range of ∆η = 0.11. To enable a more precise meas-
urement of the transverse shower profile, a proportional
strip and wire chamber, called the central electromag-
netic shower counter (CES), is embedded in each tower of
the central calorimeter at the shower maximum in 5.9X0.
In addition to the CES, the central pre-radiator detector
(CPR), composed of proportional chambers, is placed be-
tween the solenoid and the CEM. Both, the CES and CPR
help in distinguishing electrons from hadrons.
The plug calorimeters (Fig. 41), divided into projective

towers in 12 concentric η regions, cover the pseudorapid-
ity region 1.1< |η| < 3.64. They are sampling scintillator
calorimeters which are read out with plastic fibres and
phototubes. The plug electromagnetic calorimeter is 21X0
thick and has an energy resolution of 16%/

√
E⊕1% [281].

As in the central calorimeter, a shower maximum detec-
tor (PES) is also embedded in the plug EM section. The
plug hadronic calorimeter is 7λI thick and has an energy
resolution of 74%/

√
E⊕4%.

The muon system. The muon system has been significantly
upgraded for Run-II, in particular to complete the cover-
age in the central region. The muon system resides beyond
the calorimetry. Three muon detectors are used for most
top physics analyses: The central muon detector (CMU),
the central muon upgrade (CMP), and the central muon
extension chambers (CMX). The CMU consists of four
layers of planar drift chambers and detects muons with
pT > 1.4 GeV/c which penetrate the five absorption lengths
of calorimeter steel. The additional four layers of planar
CMPdrift chambers instrument0.6mof steel (≈ 3.4λI) out-
side the magnet return yoke and detect muons with pT >
2.0 GeV/c. The CMU and CMP chambers each provide

coverage in the pseudorapidity range |η| < 0.6. The CMX,
covering 0.6< |η| < 1.0, now have a full 2π azimuthal cov-
erage. In addition, the intermediate muon detectors (IMU)
are covering the region 1.0< |η|< 1.5. Figure 42 shows the
coverage of each sub-detector in the (η, φ) coordinates. It
should be noted that the CMU and the CMP coverage do
not exactly overlap.TheCMUis located outside theCentral
HadronicCalorimeter (≈ 5λI) at a radius of 3.47m from the
beam.TheCMS is an arch-shapeddetector built around the
plug calorimeter. The muon system relies on proportional
wire chambers to provide coarse tracking information, and
scintillation counters for triggering. The three detectors
are designed with the same four-layer configuration of drift
chambers. Wires in the first and third layer are slightly off-
set in φwith respect to the second and fourth layer, in order
to remove the φ ambiguity in the track reconstruction. The
z-position of the track is obtained by comparing the pulse
heights at each end of the sense wires. The resolution in the
(r, z) plane is 1.2mm. Tracksmeasured in at least 3 of the 4
layers form a track segment, called a stub.

The trigger system. The trigger and data acquisition sys-
tems are designed to accommodate the high rates and large
data volume of Run-II. The trigger system is comprised
of three levels and is able to function with a 132 ns bunch
separation while keeping dead time as short as possible.
The trigger architecture is shown in Fig. 42. In the Level-
1 trigger, the information for all detectors is buffered in
a 42-event deep synchronous pipeline and stored for 5.5 µs.
During this time the received data is analysed by three
parallel synchronous streams, analysing calorimetry, the
muon system, and the extremely fast tracker, XFT. The
calorimeter triggers are formed by applying thresholds to
energy deposits in calorimeter trigger towers with a seg-
mentation of ∆η×∆φ= 0.2×15◦. The thresholds are ap-
plied to individual triggers (object triggers) as well as to
the sum of energies from all towers (global triggers). The
muon trigger looks for stubs in the muon chambers. The
XFT reconstructs tracks in the transverse plane of the
COT, and an extrapolation unit matches these tracks to
the calorimeter and muon chambers. Based on preliminary
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Fig. 42. Left: The (η, φ)
muon coverage of the CDF
detector; Right: Functional
block diagram of the CDF
trigger system and data flow

information from tracking, calorimetry, and muon system,
the output of the first level of the trigger is used to limit
the rate for accepted events to ≈ 18 kHz at the luminosity
range of 3–7×1031 cm−2 s−1.
Events satisfying the Level-1 trigger requirements are

downloaded into one of four asynchronous event buffers
and processed via programmable Level-2 hardware proces-
sors. While Level-2 analyses the events, the buffer cannot
be used for additional Level-1 accepts. If all four buffers are
full, then the experiment starts to incur deadtime. To keep
the deadtime at an acceptable level of 10% and maintain
to 50 kHz Level-1 rate, the Level-2 latency is set to 20 µs
by using pipelines in two stages, each taking approximately
10 µs. The first phase is an event building stage, where
clusters and jets are formed and tracks are matched to elec-
tromagnetic clusters. On the second pipelined stage, the
results of the first phase are collected in the Level-2 proces-
sor memory and compared to the Level-2 trigger require-
ments. About one hundred different Level-2 triggers can
be formed. Exploiting the more refined Level-2 information
and additional tracking information from the silicon detec-
tor, the accept rate is reduced further to ≈ 300Hz–1 kHz.
At the third and final level of the trigger, events are

transferred via a network switch to event builder CPU
nodes, where they are assembled from their fragments, and
passed to the Level-3 farm of parallel processor nodes.
Taking advantage of the full detector information and im-
proved resolution, they analyse and classify each event
and apply the Level-3 filter mechanisms. The rate of ac-
cepted events, written to permanent storage, is ≈ 75 Hz,
with an average event size of 250 kB, corresponding to up
to 20MB/s total output rate.

3.2.2 DØ

To take advantage of the improvements in the
TEVATRON and to enhance the physics reach of the
experiment, the DØ detector has been significantly up-
graded. The detector consists of three major subsystems:

central tracking detectors, uranium/liquid-argon calorime-
ters, and a muon spectrometer. The central tracking sys-
tem has been completely replaced. The old Run I system
lacked a magnetic field and suffered from radiation dam-
age, and improved tracking technologies are now available.
The new system includes a silicon microstrip tracker and
a scintillating-fibre tracker located within a 2 T solenoidal
magnet. The silicon microstrip tracker is able to identify
displaced vertices for b-quark tagging. The magnetic field
enables a measurement of the energy to momentum ratio
(E/p) for electron identification and calorimeter calibra-
tion, opens new capabilities for τ identification and hadron
spectroscopy, and allows precision muon momentummeas-
urements. Between the solenoidal magnet and the cen-
tral calorimeter and in front of the forward calorimeters,
preshower detectors have been added for improved electron
identification. In the forward muon system, proportional
drift chambers have been replaced by mini drift tubes and
trigger scintillation counters have been added for improved
triggering. Also a forward proton detector has been added
for the study of diffractive physics. Figure 43 shows the
cross sectional view of the upgraded Run-II DØ detector,
as installed in the collision hall and viewed from inside
the TEVATRON ring. The forward proton detector is not
shown. The large reduction in the bunch spacing required
the improvement of the readout electronics and the imple-
mentation of pipelining for the front-end signals from the
tracking, calorimeter, and muon systems. The calorime-
ter preamplifiers and signal-shaping electronics have been
replaced, as have all of the electronics for the muon sys-
tem. The trigger system has been significantly upgraded,
providing three full trigger levels to cope with the higher
collision rate and new hardware to identify displaced sec-
ondary vertices for b-quark tagging. Muon triggering has
been enhanced by the addition of scintillation counters in
the central and forward regions.
A significant improvement to the detector’s perform-

ance results from the removal of the old main ring beam
pipe from the calorimeters. During Run-I, the main ring
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Fig. 43. The DØ detector in
cross sectional view

was used to accelerate protons for antiproton production
while the TEVATRON operated in collider mode. Losses
from the main ring produced spurious energy deposits in
the calorimeters and muon system, and most triggers were
not accepted while main ring protons passed through the
detector. Removal of the main ring increased the lifetime
of the detector by approximately 10%, depending on the
trigger.
In the following the design and performance of the up-

graded DØ detector is described for the various subsys-
tems. Amore detailed description of DØ detector in Run-II
can be found in [282].

Luminosity monitor. The primary purpose of the Lumi-
nosity Monitor (LM) is to make an accurate determination
of the TEVATRON luminosity at the DØ interaction re-
gion by the detection of inelastic pp̄ collisions with a dedi-
cated detector. The LM also serves to measure beam halo
rates, to make fast measurements of the z-coordinate of
the interaction vertex, and to identify the beam crossing in
multiple pp̄ interactions.
The luminosity L is determined from the average num-

ber of inelastic collisions per beam crossing NLM meas-

ured by the LM: L = fNLM
σLM

where f is the beam crossing

frequency and σLM is the effective cross section for the
LM that takes into account the acceptance and efficiency
of the LM detector [283]. Since NLM is typically greater
than one, it is important to account for multiple pp̄ col-
lisions in a single beam crossing. This is done by count-
ing the fraction of beam crossings with no collisions and
using Poisson statistics to determine NLM. In this meas-
urement, pp̄ interactions and beam halo background are
distinguished by the time of flight difference between the

forward and the backward detector, located at ∓140 cm,
respectively.
The LM detector consists of two arrays of twenty-four

plastic scintillation counters with photomultiplier readout.
The arrays are located in front of the endcap calorime-
ters at z = ±140 cm, and occupy the region between the
beam pipe and the forward preshower detector. The coun-
ters are 15 cm long and cover the pseudo-rapidity range
2.7< ηdet < 4.4.

The central tracking system. Excellent tracking in the cen-
tral region is necessary for studies of top quark, elec-
troweak, and b physics and to search for new phenomena,
including the Higgs boson. The central tracking system
consists of the silicon microstrip tracker (SMT) and the
central fibre tracker (CFT) surrounded by a 2 T solenoidal
magnetic field parallel to the beam axis. The two track-
ing detectors locate the primary interaction vertex with
a resolution of about 35 µm along the beam-line. They can
tag b-quark jets with an impact parameter resolution of
better than 15 µm in r−φ for particles with transverse mo-
mentum pT > 10 GeV/c at |η| = 0. The high resolution of
the vertex position allows good measurement of lepton pT,
jet transverse energy (ET), and missing transverse energy
�ET. Calibration of the electromagnetic calorimeter using
E/p for electrons is now possible. Both the SMT and CFT
provide tracking information to the trigger. A schematic
view of a quarter of the tracking system, embedded in the
solenoid and the calorimeter, is shown in Fig. 46.
Charged particles passing through the 300 µm thick

wafers of n-type silicon which comprises the SMT produce
pairs of electrons and holes. The ionised charge is collected
by strips of p-type or n+-type silicon strips, whose minute
construction (mostly between ∼ 50 µm and ∼ 80 µm pitch,
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Fig. 44. The disk/barrel design of the DØ silicon microstrip
detector

some sensors have ∼ 150 µm pitch) provide for the meas-
urement of the ionisation. The SMT provides both track-
ing and vertexing over nearly the full η coverage of the
calorimeter and muon systems. The length of the interac-
tion region (σ ≈ 25 cm) sets the length scale of the device.
With a long interaction region, it is a challenge to deploy
detectors such that the tracks are generally perpendicu-
lar to detector surfaces for all η. This led to the design of
barrel modules interspersed with disks in the centre and
assemblies of disks in the forward regions. The barrel de-
tectors primarily measure the r−φ coordinate and the disk
detectors measure r− z as well as r−φ. Thus vertices for
high η particles are reconstructed in three dimensions by
the disks, and vertices of particles at small values of η are
measured in the barrels and central fibre tracker. An iso-
metric view of the SMT is shown in Fig. 44. The detector
has six barrels in the central region. Each has four silicon
readout layers, each layer having two staggered and over-
lapping sub-layers. The outer barrels have single sided and
double sided 2◦ stereo ladders. The four inner barrels have
double sided 90◦ stereo and double sided 2◦ stereo ladders.

Fig. 45. Cross sectional view
of a quarter of the DØ track-
ing and preshower system

Each barrel is capped at high |z| with a disk of twelve dou-
ble sided wedge detectors, called an “F-disk”. In the far
forward and backward regions, a unit consisting of three
F-disks and two large-diameter “H-disks” provides track-
ing at high |ηdet| < 3.0. The F-disks are made of 24 pairs
of single sided detectors glued back to back. The axial hit
resolution is on the order of 10µm, the z hit resolution is
35 µm for 90◦ stereo and 450 µm for 2◦ stereo ladders.
The central fibre tracker consists of 835 µm diameter

scintillating fibres mounted on eight concentric support
cylinders and occupies the radial space from 20 to 52 cm
from the centre of the beam pipe (Fig. 45). The two in-
nermost cylinders are 1.66m long, the outer six cylinders
are 2.52m long. Each cylinder supports one doublet layer
of fibres oriented along the beam direction and a second
doublet layer at a stereo angle of alternating ±3◦. The
two layers of fibres are offset by half a fibre width to pro-
vide improved coverage. The small fibre diameter gives
the CFT a cluster resolution of about 100 µm per doublet
layer. Light production in the fibres is a multi-step process.
When a charged particle traverses one of the fibres, the
scintillator emits light at λ= 340 nm through a rapid fluo-
rescence decay. A wave-shifting dye absorbs the light well
at λ= 340 nm and emits at λ= 530 nm. The light is then
transmitted by total internal reflexion to the end of the
scintillating fibres, where the light is transfered through
an optical connection to clear fibre waveguides of identical
diameter which are 7.8 to 11.9m long. The light is only ob-
served from one end of each scintillating fibre. The opposite
end of each of the scintillating fibres is mirrored by sputter-
ing with an aluminium coating that provides a reflectivity
of 85 to 90%. The clear fibre waveguides carry the scintilla-
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Fig. 46. Cross sectional view of the DØ calorimeter show-
ing the transverse and longitudinal segmentation pattern. The
shading pattern indicates cells for the signal readout. The lines
depict the pseudorapidity intervals in steps of 0.2

tion light to visible light photon counters (VLPCs) which
convert it into an electronic pulse which is readout. The
visible light photon counters are situated in a liquid Helium
cryostat and operate at a temperature of 9 K. They de-
tect photons with a quantum efficiency of 85% and provide
charge of about 30 to 60 k electrons per photon. A min-
imum ionising particle creates an average of eight photo-
electrons per layer, depending on the angle between the
scintillating fibre and particle trajectory.
Hits from both tracking detectors are combined to re-

construct tracks. The momentum resolution of the tracker
for minimal ionising particles can be parameterised as:

σ(p−1) =

√
(S
√
cosh η)2+(CpT)2

p
, (47)

where p is the particle momentum and η is the pseudo-
rapidity. S accounts for the multiple scattering term and
C represents the resolution term. A study of Z → µ+µ−

events has found S = 0.015 and C = 0.0018.

The calorimeter and preshower system. The calorimeter
system is designed to provide the energy measurement for
and assist in the identification of electrons, photons, taus
and jets and establish the transverse energy balance in an
event. The device is also sensitive to MIPs (minimum ion-
ising particles) and therefore can serve to identify muons.
The calorimeter itself (i.e. the modules) is unchanged with
respect to Run-I. However, there is significantly more ma-
terial in front of the calorimeter (2�X0 � 4, depending on
the η) and the trigger and readout electronics is rebuilt.
The calorimeter is divided into three parts: the central

calorimeter (CC, |ηdet|< 1) and the two end calorimeters
(ECs), extending the coverage to |ηdet| ≈ 4 (Fig. 46). They
consist of an inner electromagnetic (EM) section, a fine
hadronic (FH) section, and a coarse hadronic (CH) section.
The absorber in the EM and FH sections is depleted Ura-
nium; in the CH section, it is a mixture of stainless steel
and Copper. The material and exact geometry of the ab-

sorber plates in the different regions is varied, in order to
achieve approximate compensation e/h≈ 1, and amounts
to approximately 6.4 interaction lengths of Uranium and
Copper. The active medium in all cases is liquid argon.
The EM sections of the calorimeters are about 21 radia-
tion lengths deep, and are read out in four longitudinal
segments (layers). The transverse segmentation is pseudo-
projective15, with a cell size of ∆η×∆φ= 0.1×0.1. In the
third layer of the EM calorimeter, near the shower max-
imum, the segmentation is twice as fine in each direction,
with a cell size of ∆η×∆φ= 0.05×0.05. The energy reso-
lution is about 15%/

√
E⊕0.4% for electromagnetic show-

ers and 50%/
√
E for single hadrons16. The resolution is

substantially worse, however, in the transition regions be-
tween the CC and the ECs (0.8< |ηdet|< 1.4), due to the
presence of a large amount of uninstrumented material.
Some of the energy that would otherwise be lost is collected
in extra argon gaps mounted on the ends of the calorimeter
modules (“massless gaps”) and in scintillator tiles mounted
between the CC and EC cryostats (intercryostat detectors,
or ICDs). For Run-II, preshower detectors have been in-
stalled in front of the central and forward calorimeters.
They aid in electron identification and improve their en-
ergy measurement. The central preshower detector (CPS,
|ηdet| < 1.3) consists of three concentric cylindrical layers
of triangular scintillator strips (axial and stereo ±23◦), lo-
cated between the solenoid and the central calorimeter and
a 1X0-thick lead-radiator on its inner side. The Forward
Preshower detectors (FPS, 1.5< |ηdet|< 2.5) are mounted
on the spherical heads of the end calorimeter cryostats.
They are made of two layers (stereo ±22.5◦) at differ-
ent z-position, separated by a 2X0-thick lead-stainless-
steel absorber. The preshower detectors are readout via
wavelength-shifting fibres and visible photon counters.

The muon system. As chargedparticles, which do not cause
electromagnetic or hadronic showers, the muons originat-
ing from a pp̄ collision penetrate the tracking system and
the calorimeter essentially unperturbed. The DØmuon de-
tection system, placed around the calorimeter and depicted
in Fig. 47, serves to identify and trigger on these muons and
measure their momenta and their charge. For that purpose,
the upgraded DØ detector uses the original central muon
system proportional drift tubes (PDTs) with radial pos-
ition resolution of approximately 3mm and toroidal mag-
nets with an internal field of 1.8 T, partially new central
scintillation counters anda completely new forward system.
The central muon system provides coverage for |η| < 1.0.
The new forward muon system extends muon detection to
|η| ≈ 2.0, uses radiation hard and high segmentation mini

15 Although each cell is non-projective, they form towers
which are.
16 The exact numbers for the Run-II setup are being studied
using J/Ψ, Υ and Z events with a leptonic decay to two elec-
trons. Final numbers are not yet available, but preliminary
studies indicate an increased energy resolution mainly due to
the increased tracker material in front of the calorimeter and
reduced charge integration time, a result from shortening the
bunch crossing time from 2 µs to 396 ns.
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Fig. 47. A cut-away view of the DØ muon system

drift tubes (MDTs) with a better coordinate resolution (≈
0.7mm) rather than PDTs, and includes trigger scintilla-
tion counters and beam pipe shielding.
During Run-I, a set of scintillation counters, the cosmic

cap, was installed on the top and upper side of the outer
layer of central muon PDTs. This coverage has been ex-
tended to the lower sides and bottom of the detector, to
form the cosmic bottom. These trigger scintillation coun-
ters are fast enough to allow the association of a muon in
a PDT with the appropriate bunch crossing and to reduce
the cosmic ray background. Additional scintillation coun-
ters, the Aφ counters, have been installed on the PDTs
mounted between the calorimeter and the toroidal magnet.
The Aφ counters provide a fast detector for triggering on
and identification of muons and for rejecting out-of-time
background events. The scintillation counters are used for
triggering; the wire chambers are used for precise coordi-
nate measurements as well as for triggering. Both types
of detectors contribute to background rejection: the scin-
tillator with timing information and the wire chambers
with track segments. Toroidal magnets and special shield-
ing complete the muon system. Each sub-system has three
layers called A, B, and C. The A layer is innermost and lo-
cated between the calorimeter and the iron of the toroid
magnet. B and C layers are located outside the iron.
The most probable value for the energy loss of a muon

in the calorimeter is 1.6GeV, and about 1.7 GeV in the
iron. The momentummeasurement is corrected for this en-
ergy loss.
The momentum resolution for muons, as measured by

the muon system in comparison to central tracker meas-
urements in events with ω, φ, J/Ψ , Ψ ′, Υ , or Z → µµ, was
found to be σ(pT)/pT = 10% for low-momentum muons
and 50% for muons with pT > 50GeV. The overall muon

momentum resolution, including information from the in-
ner tracker is defined by the central tracking system for
muons with momentum up to approximately 100 GeV, the
muon system improves the resolution only for higher mo-
mentum muons.

The forward proton detector. The forward proton detector
(FPD) is a series of momentum spectrometers that make
use of accelerator magnets in conjunction with position de-
tectors along the beam line in order to determine the kine-
matic variables t and ξ of the scattered p and p̄, where |t| is
the squared four-momentum transfer of the scattered pro-
ton or antiproton, and ξ = 1−xp, where xp is the fractional
longitudinal momentum of the scattered particle with re-
spect to the incoming proton. The FPD covers the region
0≤ t≤ 4.5 GeV2 and is of particular importance for DØ’s
diffractive physics programme.

The trigger system.With the increased luminosity and
higher interactions rate delivered by the upgraded
TEVATRON, a significantly enhanced trigger is neces-
sary to select the interesting physics events to be recorded.
Three distinct levels form this new trigger system with
each succeeding level examining fewer events but in greater
detail and with more complexity. The first stage (Level 1
or L1) comprises a collection of hardware trigger elements
that provide a trigger accept rate of 2 kHz. The pipelined
readout makes a trigger decision within 4.2 µs, using field
programmable gate arrays (FPGAs). The calorimeter trig-
ger towers of size ∆η×∆φ = 0.2× 0.2 provide L1 input
up to |ηdet| < 3.2. In the second stage (Level 2 or L2),
hardware engines and embedded microprocessors associ-
ated with specific sub-detectors provide information to
a global processor to construct a trigger decision based on
individual objects as well as object correlations. The L2
system reduces the trigger rate by a factor of about two
and has an accept rate of approximately 1 kHz. Candidates
passed by L1 and L2 are sent to a farm of Level 3 (L3)
microprocessors; sophisticated algorithms reduce the rate
to about 50 Hz and these events are recorded for offline
reconstruction.

Further DØ upgrades. Run-IIa at the TEVATRON will de-
liver ∼ 1.5–2 fb−1 of integrated luminosity with peak lu-
minosity nearly 1.0×1032 cm−2 s−1 by spring 2006. The
DØ detector and trigger are performing very well, however
aging of the inner silicon tracker and occupancy-related
trigger rate issues will become areas of concern by the end
of Run-IIa. The plans for Run-IIb [284, 285], beginning in
the summer of 2006, are to achieve peak and integrated lu-
minosities of 2.8×1032 cm−2 s−1 and 8 fb−1, respectively.
During a TEVATRON shutdown after Run-IIa, the DØ
experiment will complete significant detector and trigger
upgrades to deal with the consequences of such an intense
beam environment. In particular, a new radiation-hard in-
ner silicon Layer 0 (L0) will be installed on the beam pipe
at a radius R= 1.6 cm, which will help to recover losses in
tracking and b-tagging efficiency that result from dead re-
gions in the inner layer of the Run-IIa SMT. The improved
tracking and vertexing resolution resulting from the addi-
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tional L0 hits near the interaction point corresponds to a
15% improvement over the Run-IIa b-tagging efficiency.
The most ambitious trigger system upgrade is the re-

placement of the entire L1 calorimeter trigger (L1CAL).
The new L1CAL uses digital filtering to improve reso-
lution on the measurement of transverse energy and a slid-
ing window algorithm to perform better clustering. These
techniques will dramatically sharpen the trigger threshold
turn-on curves and bring much of the current L2 rejection
up to L1.
Several upgrades to the data acquisition and online

computing systems will increase DØ’s capacity to record
more high-quality data. The most significant of these pro-
jects will be the addition of 96 Linux nodes to the L3 com-
puting farm. The expansion will effectively double the L3
processing power which will confer the ability to efficiently
process the more complex high luminosity Run-IIb events
and double the L3 output to 100Hz. Most of the rate ben-
efit is foreseen to be used for triggering and recording of an
increased b-physics data sample.

3.3 Particle identification

This section describes the algorithms used by CDF and DØ
for the identification and reconstruction of the physics ob-
jects in the tt̄ or single-top final state such as jets, electrons,
muons, taus, missing transverse energy for the neutrinos,
and the b-tagging. Wherever possible, also their perform-
ance and calibration precision on Run-II is summarised.
The corresponding algorithms for the LHC experiments
ATLAS and CMS are very similar, but at present only
tested on Monte Carlo simulation. They are therefore not
described here. More information on those algorithms at
the LHC can be found in [286–288].

3.3.1 Quarks, gluons and jets

In pp̄ collision, interactions with quarks and gluons in the
final state occur at very high rate. These particles hadro-
nise immediately after production, creating a multitude of
baryons and mesons or their decay particles which sub-
sequently traverse the detector in the approximate direc-
tion of the initial parton and hit the calorimeter. The jet
algorithm associates adjacent energy depositions in the
calorimeter with the initial parton and forms correspond-
ing jets.
In CDF, jets used in the top quark physics ana-

lyses are reconstructed from calorimeter towers using
the JETCLU cone algorithm [289]. With a radius of17

R=
√
∆φ2+∆η2 = 0.4, where the ET of each tower is cal-

culated with respect to the z coordinate of the event (event
vertex from the tracking system). The calorimeter towers
belonging to a good electron candidate are not used by
the jet clustering algorithm. Due to the construction of the
calorimeter, CDF does not observe any noise signal from
the calorimeter itself, only from the readout electronics.

17 R=
√
∆η2+∆φ2 is the cone size in (η, φ) space.

At DØ, jets are reconstructed using the improved lega-
cy cone algorithm, which was designed following the rec-
ommendations of the Run-II QCD workshop [290]. Calo-
rimeter towers are composed from cells (excluding those
in the coarse hadronic layer) which share the same pseu-
dorapidity and azimuthal angle. Towers exceeding ET >
0.5GeV are chosen as seeds, and preliminary jet candi-
dates are identified using a simple cone algorithm with
R= 0.5. As algorithms operating without seeds show bet-
ter performance but are computationally too expensive,
a compromise is found by considering ET-weighted centres
between pairs of cone jets (‘midpoints’) as candidates as
well. A sophisticated split and merge procedure resolves
overlapping cones, and all remaining candidates which ful-
fil ErecoT > 8 GeV are considered as reconstructed jets.
Calorimeter cells are subject to Gaussian noise from

the Uranium as well as from the readout electronics which
exceeds the zero suppression threshold: typically, 1000–
3000 cells are affected in each event. If such cells are assigned
to a jet, the jet energy resolution of real jets is degraded, and
fake jets can occur. Therefore, DØ employs the T42 algo-
rithm [291] to improve the interpretation of the calorimeter
measurement at the cell level: isolated cells are considered
noise if they do not appear to be ‘signal-like’. A cell is con-
sidered ‘signal-like’ if its energy is positive and +4σ above
a threshold, or if it is +2.5σ above the threshold but has
a neighbouring cell which exceeds the threshold by +4σ.
TheT42 algorithm rejects about 30%–60% of all cells in the
event, ingoodagreementwith thenoise expectation.Towers
are subsequently built only fromcells not identified as noise.
Reconstructed cone jets must fulfil the following addi-

tional quality requirements:

– 0.05 < fem < 0.95, where fem is the fraction of jet
energy deposited in the electromagnetic section of
the calorimeter. Isolated electromagnetic particles are
rejected.
– fCH < 0.4, where fCH is the fraction of jet energy de-
posited in the coarse hadronic section of the calorime-
ter. Jets which have been formed mainly from cells in
this noisy calorimeter section are removed.
– fhot < 10, where fhot is the energy ratio of the highest
and the next-to-highest calorimeter cell assigned to the
jet. A large value of fhot indicates that the jet is clustered
around a hot cell (mostly abnormal electronic noise).
– n90> 1, where n90 is the number of calorimeter towers
containing 90% of the jet energy. A small n90 indicates
that the jet is clustered around a hot cell.
– Confirmation of the jet by the Level 1 trigger readout
chain. Fake jets surviving all other quality criteria ap-
pear mostly at the reconstruction stage, but are not
seen in the trigger readout. This electronic noise is due
to coherent noise in the precision readout chain and can
be efficiently rejected by requiring coincidence between
the reconstructed jet and Level 1 trigger signals.
– pT > 20 GeV, after jet energy scale correction.
– |η|< 2.5

Electrons and photons which pass the cut on fEM and ex-
ceed the reconstruction threshold of ET > 8 GeV appear
in the list of reconstructed jets. All such jets which are
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matched within ∆R(jet, EM)< 0.5 to an electromagnetic
object are removed from the list, if pjetT > 15GeV.

3.3.2 Jet energy scale

The primary goal of the CDF and DØ jet energy correc-
tions is to determine the energy correction to scale the
measured energy of the jet energy back to the energy of the
final state particle level jet (Fig. 48). Additionally, there
are corrections to associate the measured jet energy to the
parent parton energy, so that direct comparison to the the-
ory can be made. Currently, the jet energy scale is the
major source of uncertainty in the top quark mass meas-
urement and inclusive jet cross section.
TheCDFjet energy corrections aredivided intodifferent

levels to accommodate different effects that can distort the
measured jet energy, such as, response of the calorimeter to
different particles, non-linearity response of the calorimeter
to the particle energies, un-instrumented regions of the de-
tector, spectator interactions, and energy radiated outside
the jet clustering algorithm.Depending on the physics ana-
lyses, a subset of these corrections can be applied.
TheCDFdetector hasbeenupgraded forRun-II.All sys-

tems, except the central calorimeter and the muon system,
were replaced. The data acquisition electronic and simu-
lation and reconstruction software was re-written. For the
central calorimeter, the ADC integration gate was reduced

Fig. 48. Schematic of the jet energy scale corrections, taking
energy measurements on the calorimeter level to the particle or
the parton level

Fig. 49. Left: Correction on
the absolute jet energy scale
and corresponding uncertain-
ty as a function of jet-pT.
Right: Relative jet energy
scale correction as function of
jet η as obtained in γ+jet
events before correction

from600 ns to 132 ns, clipping the tails of the signal. In add-
ition, the material in front of the calorimeter increased due
to the new tracking system. Both of these effects reduce the
observed energy in the calorimeter. A comparison of the
pT difference in γ+jet events in Run-II with Run-I data
shows that theRun-II jet energy scale is−2.8±0.4 (stat.)±
0.8 (syst.)% lower than in Run-I, consistent with the drop
expected from extra material and the shorter integration
gate. The Run-II calorimeter simulation has been tuned to
the single particle responsemeasured inRun-II pp̄ collisions
at low momenta (p < 20 GeV) and test beam measurement
at higher momenta (p > 20 GeV). This tuning takes care
of the above-mentioned changes in the detector at least at
low momenta. In the central calorimeter, an uncertainty
about 50% smaller than the initial CDF Run-II estimate is
achieved, which is slightly better than the final Run-I esti-
mate. As a result of having a better CDF detector simula-
tion, the Run-II jet energy scale uncertainties in the non-
central regions have been decreasedby up to a factor of 5.

Absolute jet energy scale. The jet energy measured in the
calorimeter needs to be corrected for any non-linearity
and energy loss in the un-instrumented regions of each
calorimeter. Since there are no high statistics calibration
processes at high ET, this correction is extracted from
Monte Carlo. The simulation of the calorimeter needs to
accurately describe the response to single particles (pions,
protons, neutrons, etc.). The Monte Carlo fragmentation
needs to describe the particle spectra and densities of the
data for all jet ET. CDF measures the fragmentation and
single particle response in data and tunes the Monte Carlo
to describe it. The correction is obtained mapping the total
ET of the hadron-level jet to theET of the calorimeter-level
jet. The hadron-level jet consists of particles within a cone
of the same size as and within ∆R< 0.4 of the calorimeter-
level jet. The main systematic uncertainties on the abso-
lute scale are obtained by propagating the uncertainties on
the single particle response (E/p) and the fragmentation.
Smaller contributions are included from the comparison
of data and Monte Carlo simulation of the calorimeter re-
sponse close to tower boundaries in azimuth, and from the
stability of the calorimeter calibration with time. Figure 49
(left) shows the correction on the absolute jet energy scale
and the corresponding uncertainty as a function of jet-pT.

Relative jet energy scale vs. η. Since the central calorime-
ters are better calibrated and understood, they are used to
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apply a relative scale correction to the forward calorime-
ters. This correction is obtained using PYTHIA [223] and
data di-jet events. The transverse energy of the two jets in
a 2→ 2 process should be equal. This property is used to
scale jets outside the 0.2< |η|< 0.6 region to jets inside the
region. This region is chosen since it is far away from the
cracks or non-instrumented regions. This results in a cor-
rection as a function of pseudo-rapidity η (Fig. 49 right)
and ET. After corrections, the response of the calorime-
ter is almost flat with respect to the pseudo-rapidity η.
The selection requirements and fitting procedure are var-
ied and the deviation of the calorimeter response versus η
from a straight line is taken as a systematic uncertainty.
The difference between data and PYTHIA is already ac-
counted for by the uncertainties from other studies of frag-
mentation and out-of-cone energy, so it does not need to
be included again as a systematic here. Good agreement of
the relative response of the calorimeter between PYTHIA
di-jet production and data is found. Such a good response
is not observed with HERWIG di-jet, the origin of these
discrepancies is under study.

Multiple interactions. The energy from different (multiple)
pp̄ interactions during the same bunch crossing falls in-
side the jet cluster, increasing the energy of the measured
jet. The ‘multiple interactions’ correction subtracts this
contribution on average. The correction is derived from
minimum bias data and is parameterised as a function of
the number of vertices in the event. The systematic uncer-
tainty from this correction is 15%. The sources of uncer-
tainties are the differences observed with different topolo-
gies and the luminosity dependence.

Underlying event. The ‘underlying event’ is defined as the
energy associated with the spectator partons in a hard
collision event. Depending on the details of the particu-

Fig. 50. Total fractional systematic un-
certainty on the jet energy calibration as
a function of the corrected jet pT. The
contribution from the different sources is
also shown as different line types

lar analysis, this energy needs to be subtracted from the
particle-level jet energy. The underlying event energy is
measured from minimum bias data requiring events with
only one vertex. The uncertainty on the underlying event
correction is 30%.

Out-of-cone correction. The ‘Out-of-Cone correction’ cor-
rects the particle-level energy for leakage of radiation out-
side the clustering cone used in the jet definition, taking
the “jet energy” back to the “parent parton energy”. The
energy flow between cones of size 0.4 and 1.3 is measured.
Since the Monte Carlo must describe the jet shape of the
data, the systematic is again taken from the difference be-
tween data and Monte Carlo for different topologies.

Total systematic uncertainties. The total systematic un-
certainties in the central calorimeter (0.2 < |η| < 0.6) are
shown in Fig. 50. For non-central jets, the total uncer-
tainty is obtained by adding in quadrature the relative
(η-dependent) and the central uncertainties. The central
uncertainties (0.2 < |η| < 0.6) are of the same order as in
Run-I. The CDF simulation has greatly improved since
Run-I, therefore in the non-central regions the Run-II un-
certainties are smaller by up to a factor of 4 in some regions.
At low pT, themain contribution is from the out-of-cone un-
certainty, while at high pT it is from the absolute jet energy
scale. Reducing the uncertainty at low pT requires a better
understanding of the differences between data and Monte
Carlo in samples like γ+ jet (QCD-Compton). A better
CDF simulation and larger statistics to determine the un-
certainties should reduce the uncertainties at high pT.
In DØ, the raw energy of a reconstructed jet is given by

the sum of energies deposited in the calorimeter cells asso-
ciated with the jet by the cone algorithm. Several mechan-
isms cause this energy estimate to deviate from the energy
of the initial parton (Fig. 48):
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Fig. 51. Jet energy scale
(left) and corresponding rela-
tive uncertainty (right) as
a function of the jet ET. Top:
for data; bottom: for Monte
Carlo

– Energy offset O: Energy in the clustered cells which is
due to noise, underlying event, multiple parton interac-
tions, energy pile-up from multiple proton interactions
at high instantaneous luminosity and Uranium noise
lead to a global offset of jet energies. O is determined
from energy densities in minimum bias events.
– Calorimeter response R: Jets consist of different par-
ticles (mostly photons, pions, kaons, (anti-)protons and
neutrons), for which the calorimeter response is dif-
ferent. Furthermore, the calorimeter responds slightly
non-linearly to particle energies. R is determined with
γ+jets (‘QCD-Compton’) events requiring transverse
momentum balance. The photon scale is measured in-
dependently from Z→ ee events with high precision.
– Showering corrections S: A fraction of the parton en-
ergy is deposited outside of the finite-size jet cone. S is
obtained from jet energy density profiles.

Consequently, the corrected particle energy Ecorrjet be-
fore interaction with the calorimeter is obtained from the
reconstructed jet energy Erecojet as

Ecorrjet =
Erecojet −O

R×S
. (48)

Note that Ecorrjet is not the parton energy: the parton may
radiate additional quarks or gluons before hadronisation,
which may or may not end up in the jet cone. The correc-
tion of the jet energy down to the parton-level, for example
for the measurement of the top quark mass, is achieved in
the derivation of transfer functions (see the 
+jets ana-
lyses in Sect. 7.1.2). The jet energy scales for data and
Monte Carlo jets are shown in Fig. 51, along with the cor-
responding uncertainties.
The response measurement is performed for the central

and forward calorimeters individually. In a second itera-
tion, with finer binning in η, more subtle effects of the jet

Fig. 52. η-dependent jet energy corrections ∆SDATA/∆SMC

after jet energy scale correction for data and Monte Carlo jets.
The corrections applied to Monte Carlo jets depend on jet ET
as well

energy correction as a function of η are resolved. For the
determination of this correction, the scale is applied to the
jets in a γ+jets sample, and the variable

∆S =
pjetT −p

γ
T

pγT
, (49)

reveals additional structure of the jet energy scale as
a function of the pseudorapidity. These ‘η-dependent cor-
rections’, shown as the data to Monte Carlo scale factor
∆SDATA/∆SMC in Fig. 52, are applied to jets in Monte
Carlo and data separately and are also propagated to the
missing transverse energy.
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3.3.3 Electrons

In CDF, electron candidates are required to have a COT
track with pT > 9 GeV/c that extrapolates to a cluster of
energy with ET > 20 GeV formed by up to three adjacent
towers in pseudorapidity in the central electromagnetic
calorimeter. The electron energy is corrected by less than
5% for the non-uniform response across each calorimeter
tower by using the CES measurement of the shower pos-
ition. The shower position is required to be away from the
calorimeter tower boundaries to ensure high quality dis-
crimination between electrons and charged hadrons. This
fiducial volume for electrons covers 84% of the solid angle
in the central |η|< 1 region. The selection requirements are
defined below:

– The ratio of hadronic energy in the cluster, Ehad, to the
electromagnetic energy in the cluster, Eem, has to be ≤
(0.055+0.00045)×E(GeV)
– χ2 comparison of the lateral shower profile in the calori-
meter cluster with that measured from test beam elec-
trons, Lshr ≤ 0.2.
– χ2 comparison of the CES shower profiles with those of
test beam electrons in the z view, χ2strip ≤ 10.0.
– Distance between the position of the extrapolated track
and the CES shower profiles measured in the r−φ and
z views, δx and δz. The limits on δx are asymmetric
and signed by the electric charge Q to allow for en-
ergy deposition from bremsstrahlung photons emitted
as the electron or positron passes through the detec-
tor material (|δz| ≤ 3 cm, Qδz ≥−3.0,≤ 1.5 cm). Cen-
tral electrons are matched to a track from the central
outer tracker (COT). For forward electrons (|η|> 1.2),
this track association uses a calorimeter-seeded silicon
tracking algorithm.
– Ratio of cluster energy to track momentum E/p≤ 2.0
or pT > 50 GeV/c.
– Isolation, I, defined as the ratio between any ad-
ditional transverse energy in a cone of radius R =√
∆η2+∆φ2 = 0.4 around the cluster and the trans-
verse energy of the cluster, I ≤ 0.1 (for ‘tight’ elec-
trons).
– A conversion veto is imposed.

In DØ, electrons are identified as narrow clusters in the
electromagnetic portion of the calorimeter system. Such an
EM cluster is defined by one seed tower selected on the ba-
sis of its energy content, and the set of towers within a cone
of radius R =

√
(∆η)2+(∆φ)2 = 0.2 around it. An elec-

tron has to satisfy the following criteria:

– fEM = EEM/Etot > 0.9, i.e. the cluster is required to
have 90% of its total energy in the electromagnetic
layers, while its energy is determined from all calorime-
ter systems.
– fiso =

Etot(R<0.4)−EEM(R<0.2)
EEM(R<0.2)

< 0.15, i.e. the electron

has to be isolated. No calorimetric activity in a cone of
radius R= 0.4 is allowed.
– The longitudinal and lateral development of the shower
induced by an electron throughout the layers of the
electromagnetic calorimeter is distinct from the prop-
erties of showers induced by other particles; each can-

didate is compared with average distributions from the
simulation and test beam measurements and assigned
a χ2 as a measure of electron compatibility: The χ2 fit
is based on seven degrees of freedom, and electron can-
didates must fulfil χ2 < 75 (7 degrees of freedom).
– To further suppress the overwhelming background from
jet production, candidates are matched to a track in
the central tracking system which points to the recon-
structed EM cluster in the calorimeter: |∆φ(EM, track)|
< 0.05, |∆η(EM, track)|< 0.05.
– The major remaining background of photons from π0

decays, overlapping with a track from a nearby charged
particle, is efficiently rejected by an electron likeli-
hood, which is referred to as EM-likelihood. It is based
on eight variables, including calorimeter shower shape
and track isolation variables. Reference distributions
of each variable are obtained from Z→ ee data events
for the signal case and from a fake-enriched multi-
jet (EM+jet back-to-back) data sample for the back-
ground case. Electron candidates are required to have
an EM-likelihood of greater than 0.85.

The electron energy resolution and scale are measured in
Z → ee data events. The Monte Carlo simulation is ad-
justed accordingly.

3.3.4 Muons

In CDF, muon candidates are required to have a COT
track with pT > 20 GeV/c that extrapolates to a track
segment in the muon chambers. The muon COT track
curvature, and thus the muon transverse momentum, is
corrected in order to remove a small azimuthal depen-
dence from residual detector alignment effects. The selec-
tion requirements used to separate muons from products of
hadrons that interact in the calorimeters and from cosmic
rays are defined below:

– Energy deposition in the electromagnetic and hadronic
calorimeter expected to be characteristic of mini-
mum ionising particles, EEM ≤ max(2, 2+0.0115(p−
100))GeV andEhad ≤max(6, 6+0.0280(p−100))GeV.
– Distance between the extrapolated track and the track
segment in the muon chamber, ∆x ≤ 3.0 cm (CMU),
≤ 5.0 cm (CMP), ≤ 6.0 cm (CMX). A track matched to
a segment in the CMU muon chambers is required to
have a matched track segment in the CMP chambers as
well, and vice versa.
– Cosmic ray muons that pass through the detector close
to the beam-line may be reconstructed as a pair of
charged particles. The timing capabilities of the COT
are used to reject events where one of the tracks from
a charged particle appears to travel toward instead of
away from the centre of the detector.
– Isolation, I, defined as the ratio between any additional
transverse energy in a cone of radiusR= 0.4 around the
track direction and the muon transverse momentum,
I ≤ 0.1.

In DØ, muons are identified in the muon chambers by
matching segments on either side of the toroid. The follow-
ing criteria are required:
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– at least two wire hits in the A layer
– at least one scintillator hit in the A layer
– at least two wire hits in the B or C layers
– at least one scintillator hit in the B or C layers (except
for central muons with less than four BC wire hits).

A muon signal established according to these criteria is re-
ferred to as a ‘local muon’. Due to the presence of the toroid
magnet, the momentum of the muon can be determined
from the muon detector information alone. However, the
momentum of the muon is measured with significantly bet-
ter precision with the tracking detectors, if the local muon
can be matched to its corresponding track. Consequently,
only muons which can be matched to a central track are
considered. The local muon track is extrapolated back to
the point of closest approach to the beam and its param-
eters are compared to nearby charged particle tracks. The
local momentum measurement in the muon chambers is
disregarded entirely in favour of the tracking information.
The central track matched to the muon is required to fulfil
the following additional quality criteria:

– χ2trak/NDF< 4 for the track fit
– separation from the primary vertex along the beam axis
∆z(µ,PV)< 1 cm
– dca significance dca/σ(dca) < 3, to reject muons from
semi-leptonic heavy flavour decays.

The momentum resolution degrades significantly for tracks
without hits in the high precision silicon tracking detec-
tors. As the above dca significance cut relates the muon to
the hard scatter interaction in the event, some of the reso-
lution can be recovered by constraining the muon track to
the primary vertex. Track parameters are refit accordingly
for muon tracks without SMT hits. The muon momentum
scale and resolution is measured in Z → µµ data events.
The Monte Carlo simulation is adjusted accordingly.
Muons from leptonic W decays are expected to be iso-

lated from jets and thus any nearby calorimeter or tracking
activity. The main source of misidentified W → µν decays
are muons originating from semi-leptonic heavy flavour
decays: if the hadronic signature of the b-quark is not
reconstructed as a calorimeter jet, the muon appears to
be isolated by mistake. In addition, these muons tend to
have lower transverse momentum pµT than the ones in W
decay. Consequently, the following two variables are de-
fined to discriminate between isolated and non-isolated
muons:

– Rat11 ≡ Halo(0.1, 0.4)/pµT, where Halo(0.1, 0.4) is
the ET sum of calorimeter clusters in a hollow cone
around the muon direction ranging from ∆R = 0.1
to 0.4. Only the clusters in the electromagnetic and
fine hadronic calorimeter layers are considered, where
coarse hadronic signals are excluded due to their high
noise level. Only muons with Rat11 < 0.08 are ac-
cepted.
– Rattrk≡TrkCone(0.5)/pµT, where TrkCone(0.5) is the
pT sum of all tracks within a cone of radius ∆R = 0.5
around the muon direction. The track matched to the
muon itself is excluded from the sum. Only muon with
Rattrk< 0.06 are accepted.

3.3.5 τ leptons

In Run-II of the TEVATRON, tau leptons play an im-
portant role in electroweak measurements, studies of top
quark properties and, in particular, in searches for new
phenomena involving the third fermion generation (Higgs
and supersymmetry). Tau reconstruction (and triggering)
at hadron colliders remains a notoriously difficult task in
terms of distinguishing interesting events from background
dominated by multi-jet production with its enormous cross
section.
In CDF, tau candidates are reconstructed by matching

narrow calorimeter clusters with tracks. The calorimeter
cluster is required to have ET of the seed tower above
6 GeV. All adjacent towers with transverse energy above
1 GeV are included in the cluster. The sum of transverse
energies of the towers is used as the transverse energy of
the tau candidate,EcalT . Only clusters consisting of 6 or less
towers are used for tau reconstruction.
Reconstructed tracks that point to the calorimeter clus-

ter are associated with the tau candidate. The highest pT
track associated with the tau is called the seed track and
defines the axes of the signal and isolation cones. The signal
cone is defined as a cone with opening angle α around the
seed track, taking into account collimation of hadronic tau
jets with increasing energy, providing high signal efficiency.
Tau decay modes are often classified by the number

of prongs. At CDF, prongs are defined as tracks inside
the signal cone of a tau candidate with transverse mo-
mentum pT > 1 GeV/c. Tracks are required to pass certain
quality requirements, and to have a z-vertex compati-
ble with the one of the seed track: |ztrk0 − z

seed
0 | < 5 cm.

Next, the π0 information is added. Clusters in the CES
chambers are called a π0 candidate if no COT track of
pT > 1 GeV/c is found nearby. Similar to the track case,
also for the π0’s a cone of size απ0 around the seed track
is defined and all π0 candidates inside the cone with
ET > 1 GeV are associated with the tau candidate. The
momentum of the tau is defined as the sum of massless
four-vectors of all tracks and π0’s associated with the tau
candidate: pτ =

∑
∆Θ<αtrk

ptrk+
∑
∆Θ<α

π0
pπ
0
. Several

variables useful for discriminating between real taus and
background fakes are defined using track and π0 infor-
mation. The visible mass of a tau candidate, mτ

trk+π0
, is

defined as the invariant mass of the tau momentum four-
vector pτ . The track mass of a tau candidate, mτtrk, is
defined as the invariant mass of the track-only part of
the tau momentum four-vector, pτ . The charge of a tau
candidate is defined as a sum of charges of the prongs
associated with it: Qτ =

∑
τtracksQtrk. For discriminat-

ing hadronic taus from electrons, a useful variable ξ is
defined as ξ =EhadT /

∑
τtracks p

trk
T , whereE

had
T is the trans-

verse energy of the tau candidate calculated using only
hadronic deposition in the calorimeter. For electrons, the
ξ value is typically small, allowing substantial suppres-
sion of electron background. Furthermore, two kinds of
track isolation variables are defined: (i) The scalar sum
of the momenta of all tracks inside a cone of 30◦ around
the seed track but outside the signal cone in 3D space:
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Fig. 53. Left: The distribu-
tion of the number of tracks
associated with taus in the
W → τν dominated data sam-
ple and Monte Carlo + elec-
tron background. Right: The
distribution of the tau pT in
a W → τν dominated data
sample and Monte Carlo +
electron background

I∆Θtrk =
∑
αtrk<∆Θ<30

◦ ptrkT . (ii) N
∆Θ
trk , is defined as the

number of isolated tracks with pT > 1 GeV/c. In a simi-
lar way, the tau candidate π0 isolation is defined as I∆Θ

π0
=∑

α
π0
<∆Θ<30◦ p

π0

T . Analogously to the track case, alsoNπ0

is defined as the number of π0 candidates in the isolation
cone.
Based on these variables, a W → τν+jets data sam-

ple is selected in 58 pb−1. Figure 53 shows the distri-
bution of the number of tracks associated with taus
(left) and the distribution of the tau pT (right) together
with the signal simulation and electron background es-
timates, clearly demonstrating the strong enhancement
in τ ’s.
Also DØ has worked out an equivalent τ lepton identi-

fication in Run-II, combining variables on track and calo-
rimeter showers as well as isolation variables using an ar-
tificial neural network. As no results on top quark physics
with τ leptons has been released yet, the τ identification in
DØ is not described here. More details on the DØ τ identi-
fication can be found in [292].

3.3.6 Neutrinos

Neutrinos do not interact with any of the detector systems
and can only be identified indirectly by the imbalance of
the event in the transverse plane.
In CDF, the missing transverse energy, �ET, is defined as

the magnitude of the vector

−
∑
i

(ET,i cosφi, ET,i sinφi) , (50)

whereET,i is the transverse energy, calculated with respect
to the z vertex in the event, in calorimeter tower i with azi-
muthal angle φi. In the presence of any muon candidates,
the �ET vector is recalculated by subtracting the transverse
momentum of the muon COT track and adding back in the
small amounts of transverse energy in the calorimeter tow-
ers traversed by the muon. For all jets with ET ≥ 8 GeV
and |η|< 2.5, the �ET vector is adjusted for the effect of the
jet corrections as well as for electron and photon energy
corrections.

In DØ, the transverse energy imbalance is recon-
structed from the vector sum of all calorimeter cells which
pass the T42 algorithm. Cells in the coarse hadronic system
receive special treatment due to their high level of noise:
they are only considered if clustered into a reconstructed
jet. The momentum vector that balances this vector sum
in the transverse plane is denoted the missing energy vec-
tor, and its magnitude is the rawmissing transverse energy,
�ErawT . The calorimeter response is different for electromag-
netic particles and jets, and the respective corrections are
propagated to the �ET vector according to the presence of
such objects resulting in �ECALT . If a muon is present in the
event, it will only deposit a small fraction of its energy in
the calorimeter, and the �ET vector is corrected accordingly.
The expected muon energy deposition in the calorimeter is
hereby taken from GEANT lookup tables, the muon pT is
measured in the tracking detectors. After all corrections,
the magnitude of the missing transverse energy vector rep-
resents the quantity �ET referred to throughout the rest of
this review.

3.3.7 b-Tagging

Reconstructed and identified jets can be classified further
according to the flavour, where light flavour jets originate
from the hadronisation of a u-, d-, s-quark or a gluon, and
heavy flavour jets originate from a c- or a b-quark. At least
two techniques can be used to distinguish a heavy flavour
jet from a light flavour jet:

– soft lepton tagging (SLT) the presence of a soft elec-
tron or muon within the jet cone indicates a semilep-
tonic b or c hadron decay with a branching ratio of
typically ∼ 10% per lepton.
– Lifetime tagging identifying charged tracks which are
significantly displaced from the primary vertex due to
the finite lifetime of the b or c hadron decay.

CDF uses both, secondary vertex and soft-lepton tag-
ging algorithms in their top quark physics analysis, which
are briefly described in turn.
The CDF SecVtx algorithm relies on the displacement

of secondary vertices relative to the primary vertex to iden-
tify b hadron decays. The Run-II algorithm is essentially
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Fig. 54. Top: CDF efficiency to tag jets in tt̄ Monte Carlo (scaled to the data efficiency) with matched b quarks for the ‘tight’
and the ‘loose’ tune of the SecVtx algorithm as a function of the jet ET (left) and the jet η (right). Bottom: Mistag rate for jets
resulting from light quark fragmentation as a function of the jet ET (left) and the jet η (right)

unchanged from Run-I [293], but the track selection cuts
are retuned for the CDF II detector. The primary vertex
is determined on event-by-event basis either as the vertex
nearest the high-momentum lepton, or in the control data
samples it is refitted from high quality, low impact parame-
ter tracks associated with the vertex of highest total scalar
sum of transverse track momentum. The transverse beam
profile of 30 µm at z = 0, rising to ≈ 50–60 µm at |z| =
40 cm is used as a constraint in the fit. The resulting trans-
verse vertex position uncertainty ranges from 10–32 µm
depending on the number of reconstructed tracks and the
topology of the event.
The secondary vertex tag, evaluated on a per-jet basis,

considers tracks within the jet cone and requires a mini-
mum track pT, number of silicon hits on the tracks, quality
of those hits, and a maximum χ2/ndf for the final track fit
to reject poorly reconstructed tracks. A jet is defined “tag-
gable” if it has two good tracks. Displaced tracks in the
jet are selected based on the significance of the impact pa-
rameter with respect to the primary vertex and are used as
input to the SecVtx algorithm. SecVtx uses at least three
tracks with pT > 0.5GeV/c and impact parameter signifi-
cance |d0/σd0 | > 2.5 to reconstruct a secondary vertex. If
unsuccessful, it performs a second pass with tighter track
requirements (pT > 1 GeV and |d0/σd0 |> 3) to reconstruct
a two-track vertex. To reduce the background from false
secondary vertices (mistags), a good secondary vertex is re-

quired to have a decay length significance L2D/σL2D > 3
(positive tag) or L2D/σL2D <−3 (negative tag), where the
decay length σL2D , the total estimated uncertainty on L2D
including the error on the primary vertex, is estimated to
be typically 190 µm. The negative tags are useful for calcu-
lating the false positive tag rate.
Figure 54 (top) shows the efficiency to tag jets in top

quark Monte Carlo samples which have been matched to
b-quarks, using both the “tight” and “loose” tunes of the
SecVtx tagger. The efficiency is obtained by multiply-
ing the tag rate for such jets in the Monte Carlo by the
data/MC scale factors of 0.909±0.06 for the tight tagger
and 0.927±0.066 for the loose tagger. The bands represent
the systematic error on the data/MC scale factors. The de-
crease in efficiency at high jet ET is due to the declining
yield of good silicon tracks passing the quality cuts. Fig-
ure 54 (bottom) shows the mistag rate for jets resulting
from light quark fragmentation. These have beenmeasured
from inclusive jet data. Some of the CDF top quark physics
analyses presented in this review use an older version of the
SecVtx algorithmwith slightly lower tagging efficiency and
slightly higher mistag rates.
The Jet Probability – JP is an alternative lifetime

b-tagger, used to determine whether a jet has been pro-
duced from the hadronisation process of a light or a heavy
quark. The algorithm makes use of the information of
tracks that are associated to a jet to determine the proba-
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bility for this ensemble of tracks to be consistent with com-
ing from the primary vertex of the interaction. In particu-
lar, the track impact parameters and their uncertainties
are used. The impact parameter of a track is assigned with
a positive or negative sign depending on the position of
the track’s point of closest approach to the primary vertex
with respect to the jet axis. The probability distribution
of a set of tracks originating from the primary vertex is by
construction uniformly distributed between 0 and 1. For
a jet coming from heavy flavour hadronisation, the distri-
bution peaks at 0, due to tracks from long lived particles
that have a large impact parameter with respect to the pri-
mary vertex. Particles in a jet coming from a light quark
should originate from the primary vertex. Due to the finite
tracking resolution, these tracks are reconstructed with
a non-zero impact parameter and have equal probability to
be either positive or negative signed. The width of the im-
pact parameter distribution from these tracks is solely due
to the tracking detector resolution and multiple scatter-
ing effects. The tracking resolution can be extracted from
the data by fitting the negative side of the signed impact
parameter distribution. The efficiency of the algorithm is
measured in inclusive electron data and matching Monte
Carlo samples using a double-tag method (equivalent to
the procedure in SecVtx Vertex b-tag). The efficiency, av-
eraged over the jet ET, to tag a heavy flavour jet with
ET > 10GeV is found to be 0.197±0.012 for a jet proba-
bility cut of 0.01, where the uncertainty includes statistical
and systematic errors. The resulting relative difference in
the jet tagging efficiency between data and Monte Carlo
(scale factor) is 0.787±0.105 for the same jet probability
cut. The scale factor for charm tagging is not determined,
but assumed to be identical to that for b-tagging with an
additional uncertainty of 20%.
The CDF soft lepton tagging – SLT algorithm relies

on the identification of muons within jets originating from
semileptonic b-decay. Muon identification at CDF pro-
ceeds by extrapolating tracks found in the central tracker,
through the calorimeter to the muon chambers, andmatch-
ing them to track segments reconstructed in the muon
chambers. In order to retain sensitivity for muons em-
bedded in jets, the muon SLT algorithm makes full usage
of the muon-track matching information without any re-
quirement on the calorimeter information, while the stan-
dard muon identification requires a muon candidate to
be consistent with minimum ionising energy deposits in
the calorimeter. High-quality tracks with impact parame-
ter less than 3mm, z-vertex origin within 60 cm from the
centre of the detector and extrapolation within 3σ(pT)
in x-direction outside the muon chambers are considered
as a possible muon-tag candidate. Furthermore, candidate
muons are selected with the SLT algorithm by construct-
ing a quantity L, based on a comparison of the measured
track-muon matching variables (in x, z, and φ) with their
expectations. To construct L, the sum Q, of the individual
χ2 variables

Q=
n∑
i=1

(xi−µi)2

σ2i
, (51)

is formed, where µi and σi are the expected mean and
width of the distribution of the matching variable xi. The
sum is taken over n selected variables, described below. L
is then constructed by normalisingQ according to

L=
(Q−n)√
var(Q)

, (52)

where the variance var(Q) is calculated using the full co-
variance matrix for the selected variables. The normalisa-
tion is chosen to make L independent of the number of
variables n. For sufficiently large n, the distribution of L
tends to a Gaussian centred at zero with unitary width.
The correlation coefficients between each pair of variables
are measured from J/ψ→ µµ data. The selected variables
are the full set of matching variables, x, z, φ. Depending
on the detector region of the muon candidate, between two
and five variables might be used as measured by the avail-
able muon chambers. All available matching variables are
used in the calculation of L for a given muon candidate.
By placing an appropriate cut on L, background is prefer-
entially rejected because hadrons have broader matching
distributions than muons since the track segments in the
muon chambers from hadrons are generally a result of leak-
age of the hadronic shower. The width of the matching
distributions depend on pT due to multiple scattering and
are measured from muon in J/ψ decays at low pT and W
and Z-boson decays at high pT.
The SLT tagging algorithm is applied to jets with at

least one “taggable” track. A taggable track is defined as
any track, distinct from the primary lepton, passing the
track quality requirements, with pT > 3 GeV, within ∆R<
0.6 of a jet axis and pointing to the muon chambers to
within a 3σ multiple scattering window. The z-coordinate
of the track at the origin must be within 5 cm of the event
vertex. Jets are considered “SLT tagged” if they contain
a taggable track, which is also attached to a track segment
in the muon chambers and the resulting muon candidate
has |L|< 3.5. Events are rejected if the primary lepton is
of the opposite charge to a SLT muon tag and the invariant
mass of the pair is less than 5 GeV/c2 (J/ψ veto), or if the
primary lepton is a muon that together with an oppositely-
charged SLT muon tag forms an invariant mass between 8
and 11 GeV/c2 (Υ veto) or between 70 and 110GeV/c2 (Z
veto). Those vetoes reduce the tt̄ acceptance by less than
1%. The SLT tagging efficiency is measured in J/ψ and
Z data as a combination of the track reconstruction effi-
ciency, the efficiency to reconstruct segments in the muon
chambers and the muon identification efficiency. The re-
sulting SLT tagging efficiency is parameterised as a func-
tion of track pT and η, as shown in Fig. 55, and applied to
muons in the tt̄Monte Carlo.
At present, DØ only employs lifetime tagging algo-

rithms in top quark physics analyses. The soft lepton tag-
ging algorithm has been worked out and is being studied in
the context of top quark physics.
DØ uses a secondary vertex tagging – SVT algorithm to

identify b-quark jets. Secondary vertices are reconstructed
from two or more tracks satisfying the following require-
ments: pT > 1 GeV, ≥ 1 hits in the SMT layers and impact
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Fig. 55. The SLT efficiency for |ηµ|< 0.6 (left) and |ηµ| ≥ 0.6
(right) as a function of pµT, measured from J/ψ and Z data for
|L| < 3.5. The dotted lines are the ±1σ statistical uncertainty
on the fit which is used in the evaluation of the systematic
uncertainty

parameter significance dca/σdca > 3.5. Only those jets are
considered taggable. The b-tagging efficiency is given with
respect to taggable jets. Tracks identified as arising from

Fig. 56. DØ b-tagging efficiency in tt̄ events (top) and the mis-tagging rate for Wjjjj events (bottom) for taggable jets as
a function of pT (left) and η (right) for three different operating points of the SVT algorithm (loose, medium, and tight)

K0S or Λ decays or from γ conversions are not considered.
If the secondary vertex reconstructed within a jet has a de-
cay length significance Lxy/σLxy > 7, the jet is tagged as
a b-quark jet. Events with exactly 1 (≥ 2) tagged jets are
referred to as single-tag (double-tag) events.
Secondary vertices with Lxy/σLxy <−7 appear due to

finite resolution of their characteristics after reconstruc-
tion, and define the “negative tagging rate”. The nega-
tive tagging rate is used to estimate the probability for
misidentifying a light flavour (u, d, s quark or gluon) jet as
a b-quark jets (the “mis-tagging rate”).
Both the b-tagging efficiency and the mis-tagging rate

are estimated using jets with ≥ 2 tracks satisfying less
stringent requirements than those for SVT. In particu-
lar, the pT cut is reduced from 1GeV to 0.5 GeV for all
but the highest pT track, and no cut on dca/σdca of the
track is made. These requirements have an efficiency per
jet > 80% for pT > 30 GeV and integrated over the rapid-
ity y. The b-tagging efficiency is measured in a data sample
of dijet events with enhanced heavy flavour content by re-
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Fig. 57. DØ JLIP b-tagging efficiency in electron+jets data as a function of jet ET (at η= 0.5) and jet η (at ET = 60GeV) for the
Loose and Tight probability cuts. These curves include the taggability efficiency. The first row corresponds to the b-jets tagging
efficiency and the second row to the light jet mistag rate. The dashed curves correspond to the total ±1σ systematic error band

quiring a jet with an associated muon at high transverse
momentum relative to the jet axis. By comparing the SVT
and muon-tagged jet samples, the tagging efficiency for
semileptonic b-quark decays (“semileptonic b-tagging effi-
ciency”) can be inferred. Using Monte Carlo (MC) simu-
lation, the measured efficiency is corrected further to the
tagging efficiency for inclusive b-quark decays. A similar
procedure is used to estimate the c-tagging efficiency.
Figure 56 shows the b-tagging efficiency in tt̄ events

(top) and the mis-tagging rate forWjjjj events (bottom)
for taggable jets as a function of pT (left) and η (right)
for three different operating points of the SVT algorithm
(loose, medium, and tight). The DØ analyses on top quark
physics use the tight SVT tagging algorithm.
The DØ jet lifetime probability tagging algorithm –

JLIP [294] uses the signed impact parameter of tracks
(representing the distance of closest approach of a track
with respect to the primary vertex) within a jet to com-
pute a probability for the jet to originate from the pri-

mary vertex; heavy quark jets are expected to have low
values for the JLIP probability. Jets are tagged if their
JLIP probability is smaller than a given cut. The prob-
ability distribution is expected to be flat for light quark
jets and therefore the cut value gives approximately the
mistag rate. In top quark analysis, two different cut values
on the JLIP probability are used: Tight (PJLIP < 0.3%)
and loose (PJLIP < 1.0%). Efficiencies (including taggabil-
ity) for each probability cut are shown in Fig. 57.

4 Measurement of the tt̄ production cross
section at the tevatron

4.1 Introduction

The pp̄→ tt̄ production cross section is measured in all
possible top quark decay modes, namely the di-lepton, the
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lepton+ jets, and the all-jets channel (see Sect. 2). While
generally ‘lepton’ here refers to electron and muon, also
first analyses with identified τ -leptons in the final state
are being performed. The cross section measurements can
be categorised further according to their analysis tech-
nique, using topological or kinematic event characteristics
for signal and background separation, exploiting multivari-
ate techniques or being simple counting experiments, or
using b-tagging on event- or on jet-basis. For the latter,
several algorithms are available, looking for semileptonic
decays of b-hadrons or reconstructing 3-dimensional sec-
ondary decay vertices or impact parameters. The count-
ing experiments tend to be slightly less sensitive than the
multivariate techniques. The latter, however, rely more
on the assumption that tt̄ production has only Standard
Model contributions and on the modelling of these pro-
cesses in Monte Carlo programs. The level of assumptions
and systematic uncertainties varies between the different
approaches, allowing to test the assumptions. In each chan-
nel, the tt̄ production cross section is measured by

σpp̄→tt̄ =
N −B

εA B(t→ . . . )
∫
L
, (53)

where N is the number of observed events, B is the es-
timated background contamination (based on data and
Monte Carlo data), ε is the total selection efficiency for tt̄
events assuming the Standard Model production mechan-
isms and assuming the measured world average of the top
quark mass. A is the geometrical acceptance of the detec-
tor for tt̄ events, B(t→ . . . ) the top decay branching ratio
for the considered decay channel, and

∫
L the integrated

luminosity of the data set.
CDF and DØ use the fixed order (LO) matrix element

event generation PYTHIA or ALPGEN, and PYTHIA for
the showering in the Monte Carlo event generation for the
tt̄ signal as well as for the vector boson+jets background
processes. For systematic studies, CDF also uses HERWIG
for the fragmentation step in the event simulation. In order
to minimise the dependence on the Monte Carlo simula-
tion, which can have rather large systematic uncertainties
due to substantial normalisation and shape dependence of
the LO factorisation scale, data is used wherever possible
to quantify detector resolutions, reconstruction efficiencies
or fake rates. Scale factors are determined from the com-
parison of data to Monte Carlo simulation for reference
processes, of which the production of a Z-boson, possibly
in association with jets, and a subsequent leptonic decay
Z → 

 is a very popular one as the lepton η and pT spec-
tra are similar to those in top quark events. In b-tagging
analyses the kinematic distributions of the b-jets cannot be
simulated in the LO Monte Carlo as precisely as for the in-
clusive jets due to the sensitivity to the factorisation scale
(here the quark mass and the jet pT set multiple scales).
Nevertheless, the flavour decomposition (flavour fractions)
of the jets in vector boson+ jets events can be reliably
calculated in ALPGEN and are therefore used in the b-
tagging analyses. Background from QCD multijet produc-
tion with fake identification of missing transverse energy,
misidentified isolated high-pT leptons or jets cannot be well

modelled in Monte Carlo and is more reliably estimated
from data control samples.
Variations inmtop mainly change the lepton and jet pT

distributions and therefore the event selection efficiency.
In multivariate techniques the mtop dependence can also
change the overall cross section measurement through
changes of kinematic reference distributions, or the level
of correlations of kinematic variables. Those effects are
studied and quantified separately, so that the cross section
measurements can always be translated to the latest world
average top quark mass value. In the case of multivariate
analyses, N and B are determined from histogram shapes
for signal and the background contributions, as obtained
in Monte Carlo or control data samples, which are fit with
floating normalisation to the respective distribution in
data. In order to be able to combine tt̄ cross section meas-
urements easily, some measurements in different channels
are designed to be orthogonal by vetoing events with the
topology of the other channels. Those measurements can
then be combined as truly independent measurements.
Cross section combination of partially correlated meas-
urements, for example in the lepton+ jets channel using
kinematic characteristics or using b-tagging, are more dif-
ficult due to the strong correlation of the results and are
under study. The first combined results using this approach
are available from CDF. The branching ratio calculations
include all topologies and decays yielding the considered
event final state. For example, the µ+jets channel also in-
cludes a tt̄ contribution from tt̄→ τντ +jetswith τ → µνν̄.
In order to improve the sensitivity to the τ channel, for
example in its one-prong hadronic decay mode, topologies
with lepton + isolated track are also being performed.
The measurement of the tt̄ production cross section is of

high relevance for our understanding of top quark physics
and serves several purposes:

– As described in Sect. 2.1, the StandardModel top quark
pair production is a strong production mechanism,
dominated at lowest order by the annihilation of glu-
ons or quarks via an s- or t-channel gluon exchange.
The comparison of the measured tt̄ production cross
section with the theory calculations is a test of mul-
tiscale QCD (mtop and jet pT). The uncertainty of
≤ 15% [113, 114, 116, 117] of those calculations, includ-
ing higher order corrections and sophisticated resum-
mation techniques, will soon be met or surpassed by the
experimental measurements at the TEVATRON.
– The top quark is the most massive of nature’s building
blocks yet discovered. Because new physics associated
with electroweak symmetry breaking will likely couple
to an elementary particle in proportion to its mass, it is
important to measure the top quark couplings as accu-
rately as possible. In the strong interaction sector, the
couplings are reflected in the tt̄ production cross section
in hadron collisions.
– A significant deviation from the Standard Model pre-
diction would be an indication of new physics. Such an
observation could be the result of additional production
mechanisms, for example via an intermediate heavy res-
onance decaying into tt̄ pairs [136–138], a Higgs boson
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decaying to tt̄ [139], new top quark decay mechanisms,
for example into supersymmetric particles [295, 296] or
into a charged Higgs boson [297], a similar final state
signature from a top-like particle [298–301], or non-
Standard Model contributions in the background con-
tribution. Those scenarios could lead to a measured tt̄
production cross section apparently dependent on the
tt̄ final state. It is therefore necessary to precisely meas-
ure σtt̄ in all decay channels and compare it with the
Standard Model prediction.
– The tt̄ production cross section measurements are the
analyses, in which resolutions, detection efficiencies and
background contamination from various sources are
studied and quantified. They establish the top quark
signal and provide the data samples and background es-
timates used in the top properties analyses. Experimen-
tally, the tt̄ cross section measurements are the basis of
all top quark analyses.

In the following, the different tt̄ cross section measure-
ments by CDF and DØ are described and a summary is
given at the end of this section.

4.2 CDF analyses

4.2.1 Dilepton channel analyses

Dilepton and lepton+ track analysis. Using a data sample
of 197±12 pb−1, CDF performs a measurement of the tt̄
production cross section in Run-II using dilepton events
with jets and missing transverse energy [302]. Two com-
plementary analyses are carried out. In one analysis, both
leptons are explicitly identified as either electron or muon
(DIL analysis). In the other analysis, one lepton is ex-
plicitly identified as electron or muon, the other lepton is
reconstructed as a high-pT, isolated track (LTRK analy-
sis). In the latter case, the lepton detection efficiency is
significantly increased at the expense of a somewhat larger
background expectation. Furthermore, the LTRK analysis
also has an increased acceptance for single prong hadronic
decays of the τ lepton fromW → τν, yielding 20% of its ac-
ceptance from taus, compared to 12% for the DIL analysis.
The b
+ν�b̄


′ν̄�′ events are characterised by two high-pT
leptons, missing transverse energy (�ET) from the unde-
tected neutrinos, and two jets from the hadronisation of
b-quarks. CDF triggers on the dilepton events by requir-
ing a central electron or muon with ET > 18 GeV, or an
end plug electron candidate with ET > 20 GeV in an event
with �ET > 15 GeV. Offline two oppositely charged leptons
with ET > 20GeV are required. Both analyses require one
lepton to satisfy tight selection criteria; the other lepton
is identified as a ‘loose’ lepton. The DIL analysis requires
the loose lepton to be an electron or muon as in the tight
case but dropping the isolation requirement and the muon
identification requirements are relaxed. The LTRK analy-
sis defines a loose lepton as a well-measured, isolated track
with pT > 20GeV/c in the range |η|< 1 where the isolation
requirement is now the tracking analogue of the calorimet-
ric isolation employed for tight leptons. Candidate events
must have �ET > 25 GeV. To reduce the occurrence of false

�ET due to mismeasured jets or leptons, both analyses re-
quire in events with �ET ≤ 50 GeV that the �ET vector points
away from any jet and impose a minimum distance from
the leptons. The LTRK analysis corrects the �ET for all
loose leptons whenever the associated calorimeter ET is
< 70% of the track pT.
After removal of cosmic-ray muons and photon-con-

version electrons, the dominant backgrounds to dilepton
tt̄ events are Drell–Yan (qq̄→ Z/γ∗→ 
+
−) production,
“fake” leptons inW → 
ν+jets events where a jet is falsely
reconstructed as a charged lepton candidate, and diboson
(WW , WZ, and ZZ) production. Drell–Yan events typ-
ically have small �ET. The LTRK analysis tightens the �ET
cut to �ET > 40GeV for events with dilepton invariant mass
within 15 GeV/c2 of the Z-boson mass. The DIL analy-
sis imposes a cut on the ratio of �ET to the sum of the
jet ET’s projected along the �ET vector. The remaining
Drell–Yan background is estimated from a comparison of
a PYTHIA [223] simulation of that process and data. Se-
lecting Drell–Yan candidates in the dilepton mass range
76–106 GeV/c2 the number of events passing the nominal
and Drell–Yan specific cuts is counted. After subtraction of
expected non-Drell–Yan contributions, these two numbers
provide the normalisation for the distribution of expected
contributions inside and outside the Z-boson mass win-
dow. The fake lepton contribution is estimated by applying
a fake lepton rate to a data sample ofW → 
ν+ jets. This
fake rate is determined from a multijet data sample, trig-
gered by at least one jet with ET > 50GeV, where sources
of real leptons such as W - or Z-decay are removed. The
fake rate prediction is tested by applying the fake lepton
rate to different samples of varying physics content sample.
The fake rate is also tested on the like-sign dilepton sam-
ple, which is dominated by W +jets with one fake lepton.
In all cases, good agreement is found, yielding confidence
in this background estimate. The diboson backgrounds are
modelled using PYTHIA [223] and ALPGEN+HERWIG
Monte Carlo [224, 226, 227], normalised to the theoretical
total cross section: 13.3 pb for WW , 4.0 pb for WZ, and
1.5 pb for ZZ [247]. The normalisation uncertainties are
determined using different Monte Carlo calculations for
the same process. The acceptance for the tt̄ production
is obtained from PYTHIA [223] Monte Carlo calculation
assuming mtop = 175GeV/c

2. The CTEQ5L [94] parton
distribution is used to model the momentum distribution
of initial-state partons.
The predicted and observed numbers of oppositely

charged dilepton events versus jet multiplicity are given
in Table 9. The good agreement between data and back-
ground estimate in the background-dominated control re-
gion with Njet = 0 and Njet = 1 establishes confidence in
the background estimate. The tt̄ production cross section
is measured in events with 2 or more jets. The DIL analy-
sis additionally requires HT, the scalar sum of the lepton
pT, jet ET and �ET to be > 200GeV in order to enhance the
signal sensitivity further. Expected signal-to-background
ratios of 3.1 for the DIL analysis and 1.7 for the LTRK
analysis are found.
The systematic uncertainties, listed in Table 10, include

uncertainties on the acceptance and efficiency for the sig-
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Table 9. Expected background and tt̄ contributions (mtop = 175 GeV/c
2, σ = 6.7 pb) compared to the observed

number of events in data

LTRK DIL
Njet = 0 Njet = 1 Njet ≥ 2 Njet = 0 Njet = 1 Njet ≥ 2 HT > 200 GeV

Diboson 21.8± 5.2 6.3±1.5 1.2±0.3 11.4±3.3 3.2±0.9 1.1±0.3 0.7±0.2
Drell–Yan 26.5± 9.8 16.4±6.0 4.2±1.6 4.4±1.9 2.9±1.1 1.3±0.5 0.9±0.5
Fakes 16.5± 2.4 5.0±1.0 1.5±0.5 3.0±1.2 2.4±1.0 1.5±0.6 1.1±0.5

Total Bgd 64.8±11.3 27.7±6.3 6.9±1.7 18.8±4.0 8.5±1.8 3.9±0.9 2.7±0.7
Expected tt̄ 0.3± 0.2 3.4±0.6 11.5±1.5 0.1±0.0 1.3±0.2 8.5±1.2 8.2±1.1
Total 65.1±11.3 31.1±6.3 18.4±2.3 18.9±4.0 9.8±1.9 12.4±1.6 10.9±1.4
Observed 73 26 19 16 9 14 13

Table 10. Summary of systematic uncertainties

Signal and background uncertainties LTRK DIL

Lepton (track) ID 5% (6%) 5%
Jet energy scale – signal 6% 5%
Jet energy scale – background 10% 18%–29%
Initial/final state radiation 7% 2%
Parton distribution functions 6% 6%
Monte Carlo generators 5% 6%
WW ,WZ, ZZ diboson estimate 20% 20%
Drell–Yan estimate 30% 51%
Fake estimate 12% 41%

nal and on the background normalisation. The dominant
uncertainty for the signal is the jet energy scale. The back-
ground uncertainties are dominated by the limited statis-
tics of high �ET Drell–Yan events.
Using Table 9, tt̄ production cross sections of

8.4+3.2−2.7
+1.5
−1.1±0.5 pb for the DIL analysis and 7.0

+2.7
−2.3

+1.5
−1.3±

0.4 pb for the LTRK analysis are found, where the first two
uncertainties are statistical and systematic and the third
is due to the luminosity determination. These results are
combined by dividing the analyses into three disjoint re-
gions (DIL only, LTRK only, and the overlap). Taking the
correlation of common systematics into account, the max-
imisation of a joint Poisson likelihood yields

σtt̄ = 7.0
+2.4
−2.1(stat.)

+1.6
−1.1(syst.)±0.4(lum.) pb . (54)

Various tests, requiring b-jet identification, changing
the loose and tight lepton ET and pT cuts, or demand-

Fig. 58. Left: HT distribu-
tion for events from the LTRK
analysis with ≥ 2 jets. Right:
�ET for events from the DIL
analysis with HT > 200 GeV
and ≥ 2 jets

ing two tight leptons all yield consistent results within
uncertainties. Figure 58 shows the distribution of HT for
the LTRK analysis and its good agreement with the Stan-
dard Model, yielding a Kolmogorov–Smirnov probability
of 75%. Also shown is the �ET distribution of the thirteen
events of the DIL analysis (ee: obs. 1, exp. 3.3±0.5; µµ:
obs. 3, exp. 2.8±0.5; eµ: obs. 9, exp. 6.8±0.8), yielding
a Kolmogorov–Smirnov probability of 49%.

Global analysis of high-pT dilepton sample. In a more
global approach, using 184 pb−1 of data, CDF measures
simultaneously the cross section for tt̄, WW and Z →
ττ [303] in a high-pT dilepton sample. This method studies
the shape of the 2-dimensional distributions in the �ET-Njet
plane for the main Standard Model contribution processes,
namely tt̄, WW , and Z → ττ , and fits them to the corres-
ponding data distribution with floating normalisation. As
all events are taken into account in the fit, this approach
provides significant statistical gain over more traditional
measurements, where strict selection criteria are imposed
in order to reduce the background contamination in the
sample.
The events are required to have two high-pT oppositely

charged leptons (electrons or muons) isolated from other
activity in the event in terms of track and calorimeter isola-
tion. Also cosmic-ray and conversion vetoes are applied. As
Drell–Yan events, which present the dominant background
in the ee and µµ channel, have no real missing transverse
energy, in those two channels an additional cut on �ET sig-

nificance of �EsigT =
�ET√∑
ET
> 2.0

√
GeV, where the scalar

sum
∑
ET runs over all (raw) calorimeter towers, and is

corrected for the pT of the muons. This cut is very effect-
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Table 11. Summary of expected and observed numbers of events in ∼ 184 pb−1

eµ ee µµ ��

“Signal” processes
tt̄ 5.4±0.3 2.1±0.1 2.3±0.1 9.8±0.5
WW 9.8±0.6 3.8±0.2 3.4±0.2 16.9±1.0
Z→ ττ 32.1±1.6 1.5±0.1 1.3±0.1 34.9±1.7

“Background” processes
DY → ee 0.55±0.26 10.4±2.6 0.0 11.0±2.7
DY → µµ 0.05±0.01 0.0 5.3±1.3 5.4±1.3
WZ 0.38±0.03 0.80±0.04 0.66±0.03 1.8±0.1
ZZ 0.09±0.01 0.65±0.08 0.60±0.07 1.3±0.1
Wγ 0.47±0.10 0.27±0.07 0.0 0.7±0.1
W + fake lepton 4.1±2.8 0.40±0.35 1.2±1.3 5.7±3.0

Total expected “Signal +Background” event count
53±3 20±3 15±2 88±5

Data
60 18 16 94

ive in reducing the Drell–Yan background while preserving
most of the signal with real �ET. It does, however, reduce
Z → ττ also. Therefore the Z → ττ channel is only fit in
the eµ channel, while its normalisation is fixed to the cal-
culated Standard Model cross section for the fits in the ee
and µµ channels. The standard CDF reconstruction and
corrections are applied to �ET and jets.
The Standard Model processes are modelled in the fol-

lowing way:WW production is simulated using HERWIG
[226, 227], tt̄ is simulatedusingPYTHIA[223] andPYTHIA
with TAUOLA [245] is used to simulate the Z→ ττ signal.
Using those Monte Carlo simulations, the acceptances of
the selection criteria including trigger efficiency and lepton
ID scale factors are determined. The backgrounds con-
sidered are Drell–Yan (Z/γ → ee, µµ),WZ,ZZ, bb̄,Wγ,
and W +fake lepton, where the fake lepton is a misiden-
tified jet. Since those contributions are much smaller than
the considered signal processes, they are normalised to
the expected Standard Model production cross sections.
The rates for a jet to fake an electron or a muon (‘fake
rates’), are determined in data and applied to the W +
jets data sample. All the backgrounds are determined from
Monte Carlo. Table 11 shows the expected event yield for
signal and background processes and the observed data.
The Monte Carlo processes are normalised to 184 pb−1,
with slight variations between the channels. The errors
include statistical and systematic uncertainties on the
acceptances.
Figure 59 shows the data and all the expected Standard

Model contributions discussed previously, in the �ET-Njet
plane in the example of the eµ channel. The tt̄, WW , and
Z → ττ distributions are normalised to unity for the fit.
All other distributions are added together and normalised
to the theoretical Standard Model cross section. For the ee
and µµ channels, also the normalisation of the Z→ ττ con-
tribution is fixed to its Standard Model cross section and
not included in the fit due to the reduced event rate re-
sulting from the �EsigT cut. As can be seen from Fig. 59, the
distributions of the three signal samples fall into distinc-

Fig. 59. The 2-dimensional distributions of the Standard
Model “signal” sources, “background” sources (summed to-
gether) and from 184 pb−1 of data in the �ET-Njet plane for the
example of the eµ channel

tively different regions of the �ET-Njet plane, allowing the
effective extraction of the cross sections.
In each bin i in the �ET-Njet plane, the data is compared

to the Standard Model contributions. The corresponding

Poisson probability is formed in each bin ρi =
µ
ni
i
e−µi

ni!
,

where ni is the number of data events in bin i, and µi is the
total expected number of events given by:

µi = αNtt̄,i+βNWW,i+γNZ→ττ,i+nother,i . (55)

The overall likelihood, which is maximised with respect to
event numbers α, β, and γ for the signal processes with the
normalised distributions Ntt̄,i, NWW,i, andNZ→ττ,i, is

L=
∏
i

ρi . (56)
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Table 12. Summary of systematic uncertainties on the accept-
ance for each ‘signal’ process. The term ‘acceptance’ here also
includes the selection efficiencies

tt̄ WW Z→ ττ

Trigger efficiency 1% 1% 1%
Lepton ID 2% 2% 2%
Track isolation 4% 4% 4%

�EsigT (ee and µµ only) 3% 3% –
Generator syst. 3% 4% 2%
Total 6.2% 2.8% 5.0%
Luminosity 6%

where i runs over all bins in the 2-dimensional �ET-Njet
plane. Systematic uncertainties in all the acceptances and
the luminosity are taken into account by multiplying the
likelihood function in (56) by Gaussian constraint terms of
the form

Gf = e
−
(Af−Âf )

2

2σ2
Af , (57)

where f refers to a given acceptance or luminosity for each
source, Âf is its expected value, σAf is its uncertainty, and
Af is its value in the fit which is allowed to float. Conse-
quently, in the fit α, β, and γ are actually of the form

αf = σAfLf , (58)

with the acceptances and luminosity now ‘free’, but with
Gaussian constrained parameters in the fit. For the case
of the Z → ττ process, a correction factor is calculated
in Monte Carlo, which relates the measured number of
candidate events after cuts to the generated number of
events with the true di-tau mass in the range 66<Mττ <
116GeV/c2. The latter constraint yields approximately
the pp̄→ Z → ττ cross section as opposed to the Z/γ∗→
ττ cross section. Table 12 summarises the systematic un-
certainties on the acceptance for each signal process.
Another important effect of systematic uncertainties is

the possible change in shape of the 2-dimensional Monte
Carlo distributions. These effects include jet energy scale,
jet multiplicities (ISR/FSR), modelling of �ET and �E

sig
T ,

Monte Carlo generators, and parton distribution functions.
Using pseudo-experiments, the expected effect of the modi-
fied shapes on the fitted cross section are determined.
Table 13 summarises the resulting systematic uncertainties
on the fitted cross sections.
Fitting the data in the �ET-Njet plane to linear combina-

tions of the signal and background processes according to
the procedure described above, where all but the process to
be measured are normalised to their Standard Model cross
section within Gaussian constraints, yields a tt̄ production
cross section of

σtt̄ = 8.6
+2.5
−2.4 (stat.+accept.)±1.1 (shape syst.) pb .

(59)

Similarly, the other cross section results are: σ(WW ) =
12.6+2.5−3.0±1.3 pb and σ(Z→ ττ) = 233

+45
−42±17 pb. Various

Table 13. Summary of systematic uncertainties on the fitted
cross sections from the �ET-Njet shapes

tt̄ WW Z→ ττ

Jet Energy eµ 13% 7.5% 3.5%
Scale & �ET

ee+µµ 12% 13% –
Jet Multiplicity eµ 8% 2% 3%

ee+µµ 9% 8% –
Generator eµ 5% 2% 4%

ee+µµ 5% 3% –
PDF’s eµ 1% 1% 1%

ee+µµ 1% 1% –
Total eµ 16% 8% 6%

ee+µµ 16% 15% –

tests have been performed on the fit, for example only fit-
ting the eµ channel, or leaving the normalisation of all
three signal processes floating in the fit. The results are all
consistent with each other, while the chosen procedure for
the extraction of the central cross section values yields the
best precision on the statistical and acceptance errors.

4.2.2 Lepton+ jets channel in kinematic analysis

In the lepton+ jets channel, using 194 pb−1 of data, CDF
measures the tt̄ production cross section using an artifi-
cial neural network technique to discriminate between top
pair production and background processes [304]. This tech-
nique exploits the difference in event kinematics and top-
ology between signal and background, using seven kine-
matical variables. As a cross check the analysis is also per-
formed only using HT, the scalar sum of the lepton pT,
�ET, and the sum of the jet ET’s. No b-tagging information
is used. Therefore this analysis is complementary to the
b-tagging analyses and exhibits different systematic uncer-
tainties. The combination of the result from the neural
network technique and the b-tagging analyses, described
later in this section, significantly reduces the experimental
uncertainty.
The events in the lepton+ jets channel pp̄→ tt̄→

W+W−bb̄→ 
ν̄�qq̄′bb̄ are characterised by the presence of
an isolated, high-pT lepton (here only referring to electron
or muon), large �ET from the neutrino, and four or more
jets, out of which two are b-jets. Due to a minimum ET
requirement of 15GeV on the jets within |η|< 2.0 and de-
tector resolutions or jet identification inefficiencies towards
the lower jet ET, this analysis requires at least three jets,
recovering some acceptance.
The event selection efficiency is determined using tt̄

Monte Carlo events, generated with the PYTHIA [223]
program, using the CTEQ 5L [94] parton distribution func-
tions. These raw efficiencies are corrected for several ef-
fects, not sufficiently well-modelled in the simulation: the
lepton trigger efficiency, measured from data; the fraction
of the pp̄ luminous region well-contained in the CDF detec-
tor, measured from data; the difference between the track
reconstruction efficiency measured in data and simulation;
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Table 14. The observed number of W → �ν candidates in dif-
ferent jet multiplicity regions, compared to the expectation
from PYTHIAtt̄Monte Carlo

Jet multiplicity Electron Muon Total Expected tt̄

3 254 147 401 42.3
≥ 4 78 40 118 49.9

and the difference between lepton identification efficien-
cies measured in Z→ 

 data and PYTHIA Monte Carlo.
The total acceptance of the event selection for tt̄ is 7.11±
0.56%, mostly (relative 82%) coming from the lepton+ jets
channel (lepton = e, µ). This number also includes addi-
tional acceptance in the τ +lepton mode (7%), the τ +
jets mode (6%), and the dilepton mode (5%) is included.
The observed number of events in data and the expected
number of tt̄ events in different jet multiplicity regions is
summarised in Table 14.
A variety of non-tt̄ processes can also produce events

that pass the W+ ≥ 3 jets selection. These backgrounds
can be grouped into three categories: production of
a W -boson with associated jets, W +jets; other elec-
troweak processes resulting in at least one high pT lep-
ton and jets; and generic QCD multijets processes. Since
theoretical predictions for their total rate only exist at
leading order and are associated with 50% uncertainty
from the scale dependence, their contributions are esti-
mated from the data itself. Only the shapes of the kine-
matic distributions from the Monte Carlo samples are
used. The W+≥ n jets background is modelled using the
W +n parton ALPGEN+HERWIG Monte Carlo [224,
226, 227], where the larger jet multiplicities are modelled
by the gluon radiation in the parton shower algorithm
(HERWIG). A factorisation scale of Q2 =M2W +

∑
i p
2
T,i

is chosen for the parton distribution functions and for the
evaluation of αs, where pT,i is the transverse momentum
of the i-th parton. ALPGEN+HERWIG is also used to
model Z-boson and diboson (WW,WZ,ZZ) production
with associated jets. PYTHIA [223] is used to simulate
single top production. The sum of all electroweak back-
ground processes is labelledW+-jets. To estimate the rate
of multi-jet background passing the selection requirements,
assuming there is no correlation between the �ET and the

Table 15. The definition for the kinematical and topological properties considered in
this analysis where Qi are the eigenvalues of the normalised momentum tensor of the

event, defined as

∑
j p
a
j p

b
j∑

j p
2
j

where the a, b indices run over the three spatial dimensions

and the summation is taken over the five highest ET jets, the lepton, and the missing
transverse energy �ET

HT Scalar sum of transverse energies of jets, lepton and �ET
Aplanarity 3/2Q1 (Qi are the eigenvalues of the normalised momentum tensor)∑
pz/
∑
ET Ratio of total jet longitudinal momenta to total jet transverse energy

min(Mjj) Minimum di-jet invariant mass of three highest ET jets
ηmax Maximum η of the three highest ET jets∑n
i=3 ET.i Sum ET of third highest ET jet and any lower ET jets

min(∆Rjj) Minimum di-jet separation in η and φ for three highest ET jets

isolation of the identified lepton, three control regions are
compared:

– nA: lepton isolation I > 0.2 and �ET < 10GeV
– nB: lepton isolation I < 0.1 and �ET < 10GeV
– nC : lepton isolation I > 0.2 and �ET > 20 GeV.

Correcting those numbers for their expected contamina-
tion from W+-jets and tt̄ events, the multijet contami-
nation of the signal region, defined by �ET > 20 GeV and
lepton isolation I < 0.1, is estimated as nC ×nB/nA, re-
sulting in a multijet contamination of ≈ 3% for the muons
and 4%–8% for the electrons. The majority of the QCD
multijet background in the electron sample comes from
unidentified photon conversions, therefore increasing with
jet multiplicity.
This analysis exploits the discrimination available from

kinematic and topological properties to distinguish tt̄ from
background processes. Due to the large mass of the top
quark, top pair production is associatedwith central, spher-
ical events with large total ET, unlike most of the back-
ground processes. Studying a large number of kinematic
and topological variables, a combination of seven variables,
summarized in Table 15, was found to give the best cross
section precision. As a cross check, the analysis is also per-
formed with only one single discriminant. For that purpose
the total transverse energy in the event,HT is chosen, since
it is both one of the observables that provides good discrim-
ination between events containing top decays and events
frombackgroundprocesses, and since it has been commonly
used in other top pair production cross section analyses.
The sum of the jet transverse energies or the transverse en-
ergy of the third most energetic jet have similar statistical
power. From a fit to theHT distribution in theW+≥ 3 jets
sample, a statistical uncertainty in the range 19%–29% for
1σ is expected, in the W+≥ 4 jets sample it is 25%–48%.
The lower sensitivity is both due to lower statistics – 45% of
the tt̄ events that fail the 4th jet requirement – and reduced
discrimination power – the increased jet activitymeans that
the W+ ≥ 4 jets events have larger HT and are therefore
more similar to top pair production.
The seven kinematic variables are combined using

a feed-forward artificial neural network (ANN) with seven
hidden nodes in a single hidden layer and one output node.
The network is trained with 4000 PYTHIA tt̄ and 4000
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W +3 parton ALPGEN+HERWIG Monte Carlo events
that pass the selection requirements, using back propaga-
tion as implemented in JETNET [305]. The comparisons
of the data and Monte Carlo distributions in the seven
kinematic input variables in the first, second, and third jet
multiplicity bin yield good agreement. The resulting ANN
output distributions for tt̄, W+ jets and QCD multijet
events are combined with floating normalisation and fit to
the ANN distribution of the data using a binned maximum
likelihood-fit:

L(µtt̄, µw, µq) =

Nbins∏
i=1

e−µiµ
di
i

di!
, (60)

where µtt̄, µw, µq are the parameters of the fit, repre-
senting Poisson means for the number of tt̄, W -like, and
multijet events in the data sample. The expected num-
ber of events in the i-th bin is µi = µtt̄Ptt̄,i+µwPw,i+
µqPq,i, where Ptt̄,i, Pw,i, Pq,i is the probability for ob-
serving an event in the i-th bin from tt̄, W -like and
multijet processes respectively. The number of multijet
background events, µq, is fixed to its expectation, while

Fig. 60. Distribution of the
observed HT (left) and ANN
output (right) in the W+≥ 3
jets sample compared with
the result of the fit. The in-
sets in both plots show the
1- and 2-standard deviation
contours of the free parame-
ters in the fit, normalised to
the total number of events

Table 16. Systematic uncertainties of the acceptance and shape in % on the cross
section, for fits to the ANN output (HT) distribution in theW+≥ 3 jets sample

Effect Acc. (%) Shape (%) Total(%)

Jet ET scale 4.7 (4.7) 12.2 (21.4) 16.9 (26.1)

W+jets Q2 scale – (–) 10.2 (24.6) 10.2 (24.6)
QCD fraction – (–) 0.6 (2.4) 0.6 (2.4)
QCD shape – (–) 1.1 (4.5) 1.1 (4.5)
Other EWK – (–) 2.0 (1.8) 2.0 (1.8)
tt̄ PDF 1.5 (1.5) 2.9 (2.2) 4.4 (4.7)
tt̄ ISR 2.1 (2.1) 1.9 (1.1) 3.0 (2.9)
tt̄ FSR 1.7 (1.7) 1.0 (1.5) 2.7 (3.7)
tt̄ generator 1.4 (1.4) 0.3 (1.0) 1.7 (2.4)
Lepton ID/trigger 2.0 (2.0) – (–) 2.0 (2.0)
Lepton isolation 5.0 (5.0) – (–) 5.0 (5.0)
Luminosity – (–) – (–) 5.9 (5.9)

Total 22.3 (37.8)

its uncertainty is included in the systematic uncertain-
ties. The fitted number of tt̄ events is converted into
the top pair production cross section, σtt̄, using the ac-
ceptance estimate, εtt̄, including the branching ratio for
W → 
ν, and the luminosity measurement L: σtt̄ =

µtt̄
εtt̄L
.

Figure 60 shows the HT and the ANN distributions in
the W+≥ 3 jets sample which serve as input to the cross
section fit.
The top pair production cross section measurement is

sensitive to systematic effects which have an impact on the
signal acceptance, on the shape of various kinematic distri-
butions, and the luminosity. Table 16 summarises the con-
tributions from several sources of systematic uncertainties.
The jet energy scale and the choice of factorisation scale

in the LO modelling of the W+jets background events are
the dominant uncertainties, where theHT fit is more sensi-
tive to both sourceswhile theANNoutput fit ismore stable.
Performing the likelihood fit on the ANN output dis-

tribution of the 519 selected events yields a tt̄ production
cross section of

σtt̄ = 6.6±1.1 (stat.)±1.5 (syst.) pb , (61)



A. Quadt: Top quark physics at hadron colliders 887

while the fit to the HT distribution yields σtt̄ = 4.8±1.6±
1.8 pb. The probability to find a difference equal to or
larger than the observed difference between the two results
is estimated to be 10%. Both results are consistent with
the Standard Model expectation of 6.7+0.7−0.9 pb. Their pre-
cision is similar to that of b-tagging analyses, where the
artificial neural network technique reduces the expected
statistical uncertainty by 30% and the estimated system-
atic uncertainty by 40% compared to only fitting the HT
distribution. Fitting only the W+ ≥ 4 jets sample yields
consistent results. Also the comparison of the ANN output
distribution in b-tagged or b-tag vetoed subsamples yields
a good description of the data by the Monte Carlo distri-
butions in shape, providing confidence in the measured tt̄
production cross section.
A preliminary update of this analysis with 347 pb−1 of

data yields an improved tt̄ production cross section meas-
urement of [306]:

σtt̄ = 6.0±0.8 (stat.)±1.0 (syst.) pb . (62)

4.2.3 Lepton+ jets channels in b-tag analyses

SecVtx vertex b-tag. Using 162 pb−1 of data, CDF per-
forms a measurement of the tt̄ production cross section in
the lepton+ jets channel, identifying heavy flavour quarks
from top quark decays with a secondary vertex tagging al-
gorithm [307]. Background contributions from fake W ’s,
misidentified secondary vertices and heavy flavour produc-
tion processes such as Wbb̄ are estimated using a combi-
nation of Monte Carlo calculations and independent meas-
urements in control data samples. An excess in the number
of events which contain a lepton, missing transverse energy
�ET, and three or more jets with at least one b-tag is the sig-
nal of tt̄ production and is used to measure the production
cross section σtt̄, while the W +1 jet and W +2 jet bins,
where the tt̄ contribution is negligible, serve as checks of
the background prediction.
This analysis has small acceptance for tt̄ events with

W → τν and subsequent leptonic τ decays, or with high-
momentum semileptonic b-quark decays. These are in-
cluded in the signal acceptance. Z-bosons and top to dilep-
ton decays are removed by vetoing on the presence of
a second lepton. Furthermore, Z-boson events are removed
by eliminating events with one lepton and certain sec-
ond objects which form an invariant mass between 76 and
106GeV/c2. Finally, jets are reconstructed as cone jets of
size ∆R= 0.5, with ET ≥ 15GeV and |η| ≤ 2.0. Cosmic ray
and photon conversion vetoes are also applied. The over-
all acceptance× efficiency of this selection for tt̄ events in
the lepton+jets channel with three or more jets, including
the leptonic branching ratios, is roughly 4% for the elec-
tron channel, and 1%–2% for the muon channel. As a final
optimisation step, the selection incorporates an additional
cut on the total transverse energy HT of all objects in the
event. Using the total sensitivity (S/

√
S+B+σ(B)2) as

figure of merit, where S is the signal expectation, B is the
total background estimate, and σ(B) is the absolute sys-
tematic error on the background estimate, a cut requiring
HT > 200GeV is found to be optimal.

The understanding of acceptances, efficiencies, and
backgrounds relies on detailed simulations of physics pro-
cesses and the detector response. Most measurements of
acceptances and efficiency rely on PYTHIA v6.2 [223] or
HERWIG v6.4 [226, 227], both being leading order matrix
element generators for the hard parton scattering, followed
by parton shower simulation for the gluon radiation. For
heavy flavour jets, the Monte Carlo programQQ v9.1 [244]
is used to provide proper modelling of b and c hadron de-
cays. The estimate of the b-tagging backgrounds due to
higher-order QCD processes such as Wbb̄ requires special
care. This study of backgrounds in the b-tagged samples
uses the ALPGEN program [224], which generates high
multiplicity partonic final states using exact leading-order
matrix elements. The parton level events are then passed to
HERWIG and QQ for parton showering and b and c hadron
decay.
Most of the non-tt̄ processes found in theW +jets sam-

ple do not contain heavy quarks in the final state. Requir-
ing that one or more of the jets in the event be tagged by
the secondary vertex tagger (“SecVtx”) keeps more than
half of the tt̄ events while removing approximately 95% of
the background. Details on the SecVtx algorithm are given
in Sect. 3.3.7.
This analysis requires a knowledge of the tagging ef-

ficiency for tt̄ events, i.e. how often at least one of the
jets in a tt̄ event is positively tagged by the SecVtx. Be-
cause it is not possible to measure this directly in tt̄ events
a per-jet tagging efficiency is derived in a sample of jets
whose heavy flavour fraction can be measured. Similarly,
a matching sample of Monte Carlo jets is used to deter-
mine the tagging efficiency in the simulation for jets like
those in the calibration sample. The ratio of efficiencies be-
tween data and simulation (scale factor) is then used to
correct the tagging efficiency in tt̄ Monte Carlo samples.
So the geometrical acceptance and energy dependence of
the tagger are taken from the simulation, with the over-
all normalisation determined from data. Studies of various
control samples are performed. In one study, analysing low
pT inclusive electron data which is enriched in semileptonic
decays of bottom and charm hadrons, with a double-tag
technique, the away (electron) jet is required to be tagged
by SecVtx, so that the other jets can be studied. In another
study the single-tag rate of electron jets is used yielding
consistent results. Combining all systematic and statistical
errors a data to Monte Carlo tagging efficiency scale factor
of 0.82±0.06 is obtained.
A ‘mistag’ is defined to be a jet which does not result

from the fragmentation of a heavy quark, yet has a SecVtx
secondary vertex. Mistags are caused mostly by random
overlap of tracks which are displaced from the primary
vertex due to tracking errors, although there are contribu-
tions from KS and Λ decays and nuclear interactions with
the detector material as well. Contributions from these ef-
fects are measured directly from jet data samples without
relying on the detector simulation. Because the SecVtx al-
gorithm is symmetric in its treatment of the impact param-
eter d0 and the decay length L2D significance, the tracking-
related mistags should occur at the same rate for L2D > 0
and L2D < 0. Therefore, a good estimate of the positive
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mistag rate due to resolution effects can be obtained from
the negative tag rate. The sum of small corrections for
a remaining asymmetry for positive and negative tags and
the presence of particles with real lifetime and material
interactions in the positive tag region are found to yield
a correction factor of 1.2±0.1. The rate of negative tags
is measured in an inclusive sample of jet triggers and pa-
rameterised as a function of four jet variables – ET, track
multiplicity, η, and φ – and one event variable

∑
ET, the

summed scalarET of all jets in the event withET > 10 GeV
and |η|< 2.4. These parameterised rates are used to obtain
the probability that a given jet will be negatively tagged.
Assuming that the various contributions to systematic un-
certainties are uncorrelated, they are added in quadrature
to find a total systematic uncertainty of 8% on the nega-
tive tag rates, which combined with the uncertainty on the
correction factor 1.2±0.1 yields a total mistag rate relative
uncertainty of 11%.
Heavy flavour production in association with a vector

boson (e.g. Wbb̄, Wcc̄, Wc) contributes significantly to
the non-tt̄ background in the b-tagged lepton+ jets sam-
ple. The relative fraction of W +heavy flavour produc-
tion is well-defined and calculated in a matrix element
Monte Carlo program (ALPGEN, [224]), while the nor-
malisation of theW +jets production has large theoretical
uncertainties and is therefore measured with collider data.
The two results are combined to estimate the W +heavy
flavour background. All heavy quark masses, spins and
colour flows are treated properly inside ALPGEN [224].
Heavy flavour fractions calculated using ALPGEN are cal-
ibrated against fractions measured from jet data. The
total W +heavy flavour contribution is estimated by mul-
tiplying the number of pretag W +jets events in data by
the calculated W +heavy flavour fraction and the tag-
ging efficiency in Monte Carlo (including the SecVtx ef-
ficiency scale factor between data and Monte Carlo). Be-
cause the event tagging efficiency depends on the number
of heavy flavour jets in the fiducial region |η| < 2.4, the
results are calculated separately for the case of 1 and 2
heavy flavour jets. The heavy flavour fractions forW +jets
events, computed using an ALPGEN+HERWIG Monte
Carlo sample, are defined to be the ratio of the observed
W +heavy flavour andW +jets cross section. Inherent sys-
tematic uncertainties from the parton level selection and
jet-parton matching prescription are found to be ≈ 21%.
The heavy flavour fractions from ALPGEN are verified
using an inclusive jet sample, without identifiedW -boson.
This sample is a large related class of events whose produc-
tion processes are described by Feynman diagrams simi-
lar to those in W +jets events. In particular, gluon split-
ting to heavy quark pairs accounts for part of the heavy
flavour production in both samples. The contributions to
the jet data sample from heavy and light partons are de-
termined by fitting the pseudo-cτ -distribution for tagged
jets, thereby discriminating between jets from b, c, and
light partons or gluons on a statistical basis. Pseudo-cτ
is defined as L2D×Mvtx/pvtxT , where Mvtx is the invari-
ant mass of all tracks in the secondary vertex and pvtxT is
the transverse momentum of the secondary vertex four-
vector. Measured heavy flavour fractions from the data are

consistently 50%±40% higher than the ALPGEN predic-
tion, for both b and c jets, where the uncertainty is domi-
nated by the systematic uncertainties associated with the
ALPGEN heavy flavour calculation. More detailed stud-
ies indicate that the gluon splitting contribution relative
to other production mechanisms is well-modelled. There-
fore the hypothesis of missing or underrepresented heavy
flavour production diagrams is disfavoured. In fact, the
measured ratio of 1.5±0.4 between the heavy flavour frac-
tion in the ALPGEN/HERWIG samples and the data is
not inconsistent with other recent studies, which indicates
that a K-factor might be necessary to account for higher-
order effects [222]. Based on this calibration with the jet
data sample, the expectedWbb̄ andWcc̄ background con-
tributions derived by ALPGEN are scaled by a factor 1.5±
0.4. Since theWc background is produced through a differ-
ent diagram, that contribution is not rescaled.
The non-tt̄ events in the b-tagged W +jets sample are

from direct QCD production of heavy flavour without an
associated W -boson, mistags of light quarks in jets in the
W +jets events, W +heavy flavour, and other low rate
electroweak processes with heavy flavour such as diboson
and single-top production. The non-W QCD multijet con-
tamination is estimated using the same technique as de-
scribed in Sect. 4.2.2, now applied to a b-tagged multijet
sample, or applied to a pretagged sample, which is then
scaled by the average tagging rate for QCD events. The
background is estimated as the average of the twomethods.
Mistag background events are W +jets events where the
tagged jet does not result from the decay of a heavy quark.
To estimate the size of the mistag background, each jet is
weighted with its mistag rate in the pretag sample, includ-
ing the mistag correction factor of 1.2±0.1 as described
above. The production ofW -bosons associated with heavy
flavour in the processesWbb̄,Wcc̄, andWc is a significant
part of the background for the tagged sample. The num-
ber of Wbb̄, Wcc̄ and Wc events is given by multiplying
the heavy flavour fractions by the pretag event count, after
subtracting the non-W backgrounds, and then multiply-
ing by the tagging efficiencies. A number of backgrounds
are too small to be measured directly, and are therefore
predicted using Monte Carlo samples. This is done in par-
ticular with the diboson production (WW , WZ, and ZZ)
in association with jets, the Z → ττ production, and the
single top production. As shown in Fig. 61, good agreement
between background and data is found in the one and two
jet bins, validating the background calculation, and good
agreement when adding the tt̄ contribution according to
the measured cross section. Cross checks done on Z+jets
samples confirm the reliable background description. The
excess of tags in the three and four jet bins is attributed
to tt̄. With an efficiency for tagging at least one jet in
a tt̄ event (after all other cuts have been applied, includ-
ing HT > 200GeV) of 53.4±0.3 (stat.)±3.2 (syst.)%, the
production cross section follows from the acceptance meas-

urement and the background estimate: σtt̄ =
Nobs−Nbkg
εtt̄×L

,

whereNobs andNbkg are the number of total observed and
background events, respectively, in theW+≥ 3 jet bins, εtt̄
is the signal acceptance, and L is the integrated luminosity.
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Fig. 61. Left: Number of
events passing the selection
criteria with at least one
b-tagged jet before theHT re-
quirement is applied. Right:
Background and tt̄ expecta-
tion (based on measured tt̄
cross section) as a function of
jet multiplicity. Events with
three or more jets are re-
quired to have HT > 200 GeV

The resulting tt̄ production cross section is measured to
be:

σtt̄ = 5.6
+1.2
−1.1 (stat.)

+0.9
−0.6 (syst.) pb , (63)

where the systematic uncertainties are due to uncertain-
ties on the signal acceptance (10% relative), luminosity
measurement (6%), and background estimate (5%). Of
the 57 tagged events in the three and four jet bins be-
fore the HT cut, eight of these are double-tagged events
with an expected background of 1.3. As a cross check,
the tt̄ production cross section is also extracted from this
cleaner, but lower statistics sample and found to be σtt̄ =
5.0+2.4−1.9 (stat.)

+1.1
−0.8 (syst.) pb, in good agreement with the

above result.
A preliminary update of this analysis with 318 pb−1 re-

sults in a tt̄ cross section measurement of [308]:

σtt̄ = 8.9
+0.9
−0.9 (stat.)

+1.2
−0.9 (syst.) pb for single-tags (64)

σtt̄ = 8.9
+1.8
−1.6 (stat.)

+1.9
−1.3 (syst.) pb for double-tags ,

(65)

using the tight SecVtx b-tag and assuming mtop = 175
GeV/c2.

Loose vertex b-tag. Another CDF analysis measures the tt̄
production cross section in 318 pb−1 using a loose vertex
b-tag technique [308] and obtains formtop = 175GeV/c

2:

σtt̄ = 8.9
+0.9
−0.9 (stat.)

+1.2
−0.9 (syst.) pb for single-tags , (66)

σtt̄ = 10.4
+1.6
−1.4 (stat.)

+2.1
−1.4 (syst.) pb for double-tags .

(67)

The numerical similarity to the results of the tight b-tag
analysis is a coincidence.

Vertex b-tag and jet kinematic. In an alternative approach,
CDF measures the tt̄ production cross section in 162 pb−1

of data, selecting lepton+ jets events with at least one
b-tagged jet and determining the background fraction from
a fit of the transverse energy spectrum of the leading
jet [309]. The analyses described so far rely on the ability of
theoretical calculations to determine, for the background,
the fraction of events that contain b-quark jets. This an-
alysis instead measures the background fraction directly
in the signal data sample. The transverse energy of the

highest or the second highest ET jet is a good discrim-
inator between signal and background. Typically in a tt̄
event, these jets are the primary decay products (b-jets) of
the very heavy top quarks and thus have a hard ET spec-
trum. For most of the background sources, however, they
are produced as QCD radiation, resulting in a much softer
bremsstrahlung-likeET distribution. In order to obtain the
background spectrum, data that are kinematically similar
to the final sample, but without a significant tt̄ contamina-
tion, is needed. It is shown that the leading jet ET spectra
for the background processes are similar whether or not the
events contain b-quark jets. Then the non-heavy flavour
spectrum becomes the background template for measuring
the tt̄ fraction in the signal sample.
The event selection in terms of trigger, lepton identi-

fication and ET requirement, �ET reconstruction and cut,
and jet reconstruction andET cut is identical to that in the
CDF SecVtx Vertex b-tag analysis described above. Also in
this analysis, at least one jet is required to be tagged by the
SecVtx algorithm.
There are several background sources in the b-tagged


+ �ET+≥ 3 jets sample. Their approximate contribution
to the total background is determined from both data and
theoretical calculations, although the precise composition
is not needed for this analysis because the spectra are
very similar to each other. The sources are the produc-
tion of a W -boson accompanied by the QCD production
of heavy flavour quarks (W +HF: ∼ 40% of the total num-
ber of background events in the W+≥ 3 jets), misidenti-
fication in b-tagging mainly due to track and vertex reso-
lution (mistag: ∼ 30%), a fake W -boson associated with
a real or fake lepton (non-W : ∼ 20%), diboson produc-
tion (WW , ZZ, WZ) and electroweak single-top produc-
tion (diboson+single-top:∼ 10%). TheW +heavy flavour
and mistag shapes in the leading jet ET are found to be
the same in Monte Carlo studies with Wbb̄, Wcc̄, and Wc
events and comparisons to data distributions. In this com-
parison, for the W +heavy flavour events at least one jet
is required to be b-tagged, whereas in theW +light flavour
events at least one jet is required to be taggable in order
to avoid subtle kinematic differences based on jet rapid-
ity. As found in the ALPGEN simulation of Wbb̄ a small
jet ET dependence of the b-tagging efficiency is applied
to the W +light flavour shape as a correction to model
the shape of the leading jet ET distribution in W +heavy
flavour events. The shape of the leading jet ET distribu-
tion from non-W events is determined from events with
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large �ET, but no lepton isolation requirement, since the lep-
ton isolation is not correlated with the ET of other jets.
This contribution is added to the other background with
a relative normalisation taken from absolute estimates of
the various background sources. The spectrum from sin-
gle top production is taken from ALPGEN+HERWIG
Monte Carlo, normalised to the theoretical cross section,
whereas the diboson background is neglected because it is
very small (∼ 3%) and similar in shape to the other back-
grounds. The performance of this background modelling is
tested inW +jets events with 1 or 2 jets, where the tt̄ con-
tribution is very small. Very good agreement between the
data sample and the background estimate is found, giving
confidence in this method. ForW+≥ 3 jets, i.e. the signal
region, the background shape is determined as described
above. A small∼ 6% tt̄ signal contribution is subtracted it-
eratively from the leading jet ET distribution. The shape
of the resulting leading jet ET distribution is fit for use in
the final unbinned log-likelihood fit using a Landau distri-
bution plus a Gaussian function (see the dot-dashed line
in Fig. 62). The shape for the tt̄ leading jet ET is obtained
from a HERWIG [226, 227] Monte Carlo (see the dashed
line in Fig. 62). As expected, it is found to be significantly
harder than that of the background. The obtained shape is
fit to a Landau distribution plus two Gaussians.
To fit the data to a sum of the signal and background

templates, an unbinned likelihood fit with the following
form is used:

L=
N∏
i=1

P (ET,i;R)

=
N∏
i=1

[R ·Psignal(ET,i)+ (1−R) ·Pbackground(ET,i)] ,

(68)

where the signal fraction R=
Nsignal

Nsignal+Nbackground
is the one

free parameter in the fit, Psignal(ET,i) is the signal proba-
bility density as a function of ET, and Pbackground(ET,i) is
that of the background. The validity of this procedure has
been successfully demonstrated with Monte Carlo pseudo-

Fig. 62. The 57 seven candi-
date events (histogram) with
the best fit curve (solid).
The best fit composition, tt̄
(dashed) and background
(dot-dashed), is also shown.
The inset shows the − ln(L/
Lmax) as a function of the sig-
nal fraction. Left: Leading jet
ET spectrum; right : Second
leading jet ET spectrum

experiments. Figure 62 shows the best fit to the 57 events
in theW+≥ 3 jet data sample. The solid curve is the best
fit, with the individual components shown as dashed (tt̄)
and dot-dashed (background) curves. The insert contains
− ln(L/Lmax) as a function of the signal fraction. The sig-
nal fraction obtained is R = 0.68+0.14−0.16. Cross check fits of
the second leading jetET (Fig. 62 right) or the fitting of the
sum of the first and second leading jet ET yield consistent
results, demonstrating the robustness of the fit.
The tt̄ production cross section is obtained from σtt̄ =
NobsRfit
Att̄εtt̄

∫
Ldt
, where Nobs is the number of candidateW+≥

3 jet events with at least one b-tag (57 events), Rfit is
the signal fraction determined from the likelihood fit, and
Att̄ is the geometric acceptance for tt̄ events in the CDF
detector, including the branching fractions. The selection
efficiency εtt̄ includes the trigger, event vertex position,
event b-tagging, lepton identification, veto on cosmic ray
photon conversion, dilepton and Z boson events.

∫
Ldt

is the integrated luminosity. Att̄εtt̄ is determined from
PYTHIA [223] Monte Carlo to be 4.02± 0.03 (stat.)±
0.43 (syst.)%. Template shape uncertainties affect the sig-
nal fraction determination, while other effects mostly im-
pact the acceptance. Table 17 summarises the systematic
uncertainties on the tt̄ production cross section. If the sys-
tematic affects both the template shape and the accept-
ance, the uncertainty is taken to be 100% correlated. The
largest uncertainty originates from the effect of the jet en-
ergy scale on the tt̄ simulation, while it does not contribute
to the background template shape systematics, because
that is determined from data.
The measured total tt̄ production cross section is:

σtt̄ = 6.0
+1.5
−1.6 (stat.)

+1.2
−1.3 (syst.) pb , (69)

for an assumedmtop = 175GeV/c
2.

Vertex tag with kinematic fit. In a data sample of 311 pb−1,
CDF has measured the tt̄ production cross section using
a missing ET+jets selection and requiring at least one
jet per event to be b-tagged [310]. The signal is mainly
produced by lepton (e, µ, τ)+ jets tt̄ decays. This chan-
nel does not use explicit lepton identification requirements
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Table 17. Systematic uncertainties for the tt̄ cross section from shape and acceptance affects in the
l+jetsb-tag+kinematics analysis

Source Shape (%) Acceptance (%) Total (%)

Jet energy scale ±10.8 ±4.5 ±15.3
Absolute b-tag efficiency – ±7.4 ±7.4
Background statistics +2.6

−6.9 – +2.6
−6.9

Luminosity – ±5.9 ±5.9
Lepton ID – ±5.0 ±5.0
b-tag effic. (ET dependence) ±1.9 ±2.5 ±4.4
PDF ±3.4 ±0.8 ±4.2
Gluon rad., non-W shape, other acceptance syst.,
non-W rate, tt̄ shape, single top product. . . . . . . . . .

Total +12.4
−13.9 ±12.3 +20.6

−21.5

and, therefore, has significant acceptance to the τ +jet de-
cay mode. This channel uses a data sample, which is in-
dependent from those used in the other CDF cross section
measurements. It therefore adds information to the overall
combined tt̄ cross section measurement in CDF.
The events are selected based on a multijet trigger with

�ET ≥ 10 GeV, and at least one good quality vertex with
|zvtx| < 60 cm to increase the taggability of the jets. At
least one jet in the event is required to be b-tagged by the
SecVtx algorithm. Events with a good, high-pT electron or
muon are vetoed to avoid overlap with the other tt̄ to lep-
ton+ jets analyses.
The tt̄ Monte Carlo sample, generated with PYTHIA

andHERWIG formt = 178GeV/c
2 is only used to optimise

the kinematic event selection and to determine the event se-
lection efficiency and systematic uncertainties. The overall
amount of background-produced b-jets in the kinematically
selected sample is predicted using b-identification probabil-
ities, measured from data. This tagging probability is cal-
culated using 3-jet events collected by the multijet trigger
before any kinematical selection. It is used to predict the
amount of background tags in higher jet multiplicity events
and in different samples defined by some kinematical selec-
tion criteria. In order to trackpossible changes in the sample
composition resulting from the kinematical selection, the
tagging rate, defined by the ratio P = number of tagged jets

number of taggable jets ,

is parameterised as a function of the jet ET, the number

of tracks per jet, Ntrk, and missing ET projected along the
jet direction, �ET

prj = �ET cos∆φ(�ET, jet). The performance
of this tagging rate matrix and in particular its capabil-
ity to correctly predict the amount of background tags is
checked in control samples depleted of signal contamina-
tion. The discrepancy between observed and predicted tags
is found to be good within 10%. This agreement is used as
estimated systematic uncertainty associatedwith the back-
ground prediction.
Using the tagging matrix prediction, the kinemati-

cal selection is optimised by minimising the expected
relative statistical uncertainty on the cross section meas-
urement. The best choice of cuts is found to be: 4 ≤
Njet(ET ≥ 15GeV, |η| < 2.0) ≤ 8, the missing ET signifi-
cance �ET/

√∑
ET ≥ 4.0

√
GeV, min∆φ(�ET, jet)≥ 0.4 rad.

With these requirements and a resulting signal selection ef-

ficiency of (4.88±0.84)%, 597 data events are selected, out
of which 106 have at least one b-tag, for a total of 127 tags.
The expected number of tags provided by the positive tag-
gingmatrix parameterisation isN tagsexp = 67.4±2.7 (stat.)±
6.7 (syst.). This estimate receives a small contribution
from tt̄ in the pre-tagging sample, which is iteratively es-
timated to be 10.0 events, yielding a top-free background
determination of N ′exp = 57.4±8.1.
In order to further establish the tt̄ presence in the se-

lected data, a binned likelihood fit to kinematical distribu-
tions of the final data sample is performed. The �ET and
∆φ(�ET, tagged jet) distributions, shown in Fig. 63, are fit-
ted. The templates are constructed from the tt̄ inclusive
Monte Carlo sample for the signal, and from the positive
tagging matrix application to data for background. The
likelihood function in this fit is defined as:

L= e
−
(L−L̄)2

2σ2
L e

−
(εkin−ε̄kin)

2

2σ2εkin e
−
(εtag−ε̄tag)

2

2σ2εtag

e
−
(N′exp−N̄′exp)

2

2σ2
Nexp

(σtt̄εkinεtagL+N
′
exp)

Nobs

Nobs!

e−(σtt̄εkinεtagL+N
′
exp) . (70)

In Fig. 64, good agreement between observed and pre-
dicted background tags is demonstrated in the 3-jet bin,
where the matrix is computed before the kinematical selec-
tion. In the 4 to 6 jet bins, the tt̄Monte Carlo contribution
needs to be added in order to explain the distribution ob-
served in the data. Note the large contribution from tt̄
events with τ +jet decay topology.
The systematic uncertainties, determined from ensem-

ble testing in Monte Carlo and from the uncertainties on
the background estimates, determined in the control sam-
ples, are summarised in Table 18. The resulting tt̄ produc-
tion cross section is in this analysis measured to be:

σtt̄ = 5.9±1.2 (stat.)
+1.4
−1.0 (syst.) pb , (71)

for an assumed mtop = 178GeV/c
2. This result can be in-

terpolated to an assumedmtop = 175GeV/c
2:

σtt̄ = 6.1±1.2 (stat.)
+1.4
−1.0 (syst.) pb . (72)
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Fig. 63. �ET and ∆φ(�ET, jet)
distributions for data after
kinematical selection and with
at least one positive SecVtx
b-tag. The distributions are
fitted to the sum of Monte
Carlo and background tem-
plates, the latter being de-
rived from the tagging matrix
application to data

Fig. 64. Number of tagged jets versus jet multiplicity. Data
(points), background iteratively corrected (shaded histogram)
and tt̄ expectation (lines) are shown after kinematical selection.
The tt̄ contribution is normalised to the fitted cross section

Soft muon b-tag. Based on 194 pb−1 of data, CDF mea-
sures the tt̄ production cross section in the lepton+ jets
channel, where b-jets are identified via their semileptonic
decays to muons (SLT) [311]. The excess of events ob-
served in the W+ ≥ 3 jets region beyond the expected
background, dominated by W +jets and QCD multijet
production, both estimated from data, is attributed to tt̄
production. The W plus one or two jet sample serves as
a control sample with little signal contamination.
The lepton (electron or muon)+jets events are trig-

gered and selected as described in Sect. 4.2.2: Electron ET
(muon pT) greater than 20 GeV, both isolated in calorime-
ter or tracker, respectively, and �ET > 20 GeV. Jets with
ET > 15GeV and |η| < 2.0 are corrected for detector re-
sponse variations in η, calorimeter gain instability, and
multiple interactions in an event. In addition, the total
transverse event energyHT, which is the scalar sum of the
electron ET or muon pT, the event �ET and jet ET for jets
with ET > 8 GeV and |η|< 2.4 is expected to be very large
in tt̄ events due to the large top quark mass and therefore
required to be HT > 200GeV, rejecting 40% of the back-
ground while retaining more than 95% of the tt̄ signal. This

Table 18. Systematic uncertainties for the tt̄ cross section
�ET+jets b-tag+kinematics analysis

Source Method Uncertainty

εkin systematics
Trigger simulation turn-on curves 14.8%

Generator
|εPYTHIA−εHERWIG|

εPYTHIA
8.2%

PDFs MC reweighting 1.6%
ISR/FSR sample comparison 2.0%

Jet Corrections
|εjetcorr,+1σ−εjetcorr,−1σ |

2εjetcorr
1.5%

εtag systematics

SecVtx
|εtag,+1σ−εtag,−1σ |

2εtag
5.8%

Tagging matrix systematics

Control samples Nobs/Nexp 10.0%
Luminosity systematics

Lumi measurement – 6.0%

leaves 337 W plus three or more jet events in the data
sample. To further improve the signal-to-background ratio,
events with one or more b-jets are identified by searching
inside jets for semileptonic decays of b hadrons into muons.
Details of the CDF soft lepton tagging algorithm are de-
scribed in Sect. 3.3.7.
There are 319 pretagged events with three or more jets,

(211 in e+jets, 108 in µ+jets), out of which 20 events have
an SLT tag (15 in e+jets, 5 in µ+jets).
W plus jets events enter the signal sample either when

one of the jets is a b-jet or a c-jet with a semileptonic
decay to a muon, or a light quark jet is misidentified
as containing a semileptonic decay (“mistagged”). These
background events are referred to as W +heavy flavour
and W+“fakes”, respectively. W +heavy flavour events
include Wbb̄, Wcc̄ and Wc production. Their contribu-
tion is measured from the pretagged sample by construct-
ing a “tag matrix” that parameterises the probability that
a taggable track with a given pT, η and φ, in a jet with
ET > 15 GeV, satisfies the SLT tagging requirement. The
tag matrix is constructed using jets in γ+jets events with
one or more jets. The resulting tag probability is approxi-
mately 0.7% per taggable track. This technique relies on
the assumption that the tagging rate in jets of the γ+jets
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sample is a good model for the tagging rate of the jets
in W +jets events. The assumption is plausible because
the SLT tagging rate in generic jet events is largely due
to fakes. Only ∼ 20% of the tags in the γ+jets sample
are estimated to come from heavy flavour. Using Monte
Carlo events, the heavy flavour contribution in γ+jets and
W +jets was found to differ by approximately 30%, affect-
ing the background prediction in W +jets events only at
the few-percent level. The tag matrix is applied to all pre-
tagged events in the signal region according to:

N tagpredicted=

Nevents∑
i

⎛
⎝1−

Ntrk∏
j=1

(1−Pj)

⎞
⎠ , (73)

where the sum runs over each event in the pretagged sam-
ple, and the subsequent product runs over each taggable
track in the event. Pi is the probability from the tag ma-
trix for tagging the i-th track with parameters pT,i, ηi and
φi. The small tt̄ contribution in the pretagged sample is
corrected for. Also the fraction of events in the signal re-
gion, originating from QCD jet production with mistags,
FQCD, are subtracted from this number since their back-
ground contribution is estimated separately: NWj−tagpredicted =

(1−FQCD)N
tag
predicted. Various systematic studies on differ-

ent data samples indicate that this procedure to estimate
the tag rate is good to 10%.
Events with two or more jets in which the decay of

a heavy flavour hadron produces a high-pT isolated lep-
ton, or in which a jet fakes such a lepton, are termed QCD
events. Their contribution (absolute number of fraction
FQCD is estimated via a comparison of the event count
in the pretagged sample, where the �ET and the lepton
isolation cuts are inverted (see Sect. 4.2.2). The number
of tagged QCD events in the signal region is then esti-
mated by multiplying FQCD by the tagging probability for
QCD events. They can be different from the ones designed
for jets in W +jets: Mismeasurements in the jet energies
and differences in kinematics between W +jets and QCD
may affect the tagging probabilities. W +jets events have
�ET from the undetected neutrino, whereas QCD events
have �ET primarily from jet mismeasurement. This, how-
ever, is correlated with fake tags due to energy leakage
from the calorimeter through calorimeter gaps or incom-
plete absorption of the hadronic shower, both of which can
result in track segments in the CDF muon chambers. In
QCD events the primary lepton is either a fake or a re-
sult of a semileptonic decay of heavy flavour, which typ-
ically enhances the tag rate. In QCD events, the ratio of
predicted and observed number of tagged events is found
to increase with �ET and to be a function of the event
HT. Therefore the number of QCD background events is
calculated as:

NQCD = 〈FQCDk〉N
tag
predicted , (74)

where the brackets represent the product of FQCD and the
overall scale factor k, which is measured as a normalisa-
tion correction in QCD events, convoluted with the HT
distribution of QCD events from a control sample. The sys-

tematic uncertainties cover the difference between this con-
volution and the product of the average factors. The contri-
bution of Drell–Yan events is estimated by scaling the ob-
served number of tags in the Z-boson mass window, which
is otherwise removed from the analysis, to the events out-

side this window: NDY =N
tag
insideR

out/in
Z/γ∗ . The ratio R

out/in
Z/γ∗

is measured in Z+0 jet data events without �ET and HT
requirements for statistics reasons. It is assigned a 33%
systematic uncertainty due to the variations observed in
the corresponding ALPGEN samples for different jet mul-
tiplicities. Remaining background sources are due toWW ,
WZ, ZZ, Z → ττ and single top production. They are
small, and estimated from Monte Carlo normalised to the
theoretical cross sections.
The acceptance and selection efficiency for tt̄ events

is obtained from PYTHIA [223] Monte Carlo, corrected
for the ratio of lepton identification efficiencies in Z → 


decays from data and Monte Carlo. The SLT tagging effi-
ciency is measured in data as a combination of the track
reconstruction efficiency, the efficiency to reconstruct seg-
ments in the muon chambers and the muon identification
efficiency. The resulting SLT tagging efficiency is param-
eterised as a function of track pT and η and applied to
muons in the tt̄Monte Carlo. Contributions to the tt̄ event
tagging efficiency from mistags are estimated by apply-
ing the mistag matrix described before, where the ∼ 20%
heavy flavour contribution in the initial γ+jets control
sample is corrected for. The overall event SLT tagging
efficiency in events with three or more jets is found to
be 12%–15%. This procedure is tested in a di-jet Monte
Carlo sample, which is found to describe the SLT tagging
performance on a high-purity bb̄ data sample very well.
Figure 65 (left) shows the number of tagged events along
with the expected background in W +1, 2, 3, and 4 or
more jet events. Also shown (right) is the impact param-
eter significance distribution, defined as the impact pa-
rameter divided by its uncertainty, for SLT tracks and the
expectation from signal plus background. The long-lived
component from semi-leptonic b-hadron decays is readily
apparent in the shape of the positive impact parameter
distribution.
The systematic uncertainties on the signal accept-

ance and the background estimation are summarised
in Table 19. The resulting tt̄ production cross section is
measured to be :

σtt̄ = 5.3±3.3 (stat.)
+1.3
−1.0 (syst.) pb , (75)

for amtop = 175GeV/c
2.

Jet probability b-tag. Using 162 pb−1 of lepton+ jets data,
CDF has measured the tt̄ production cross section using
a jet probability tagging technique [312]. The lepton+ jets
selection is identical to the one described in Sect. 4.2.2. In
addition, to improve the signal to background ratio, events
are required to have one or more b-tagged jets, using the jet
probability (JP) algorithm (Sect. 3.3.7).
The total acceptance of the selection cuts for tt̄ events is

determined in a PYTHIA [223] tt̄ lepton+ jets event sam-
ple, where the lepton identification efficiency is corrected
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Fig. 65. Left: Number of
tags in the W +1, 2, 3,≥ 4
jet events together with the
background estimate and the
expected contribution from
tt̄ production (normalised to
the theoretical cross section
of 6.7 pb). Right: The impact
parameter (d0) significance
for tagged events, compared
with expectations from back-
grounds plus tt̄ for W+ ≥ 3
jets events

Table 19. Systematic uncertainties for the tt̄ cross section sig-
nal acceptance, SLT b-tagging and the background modelling

Source Syst. Uncertainty (%) ∆σtt̄ (pb)

Acceptance modelling ± 8 +1.10{
SLT tagging efficiency +8,−11 −0.70
Tag matrix prediction ±10 ±0.68
QCD prediction ±19(e), ±67(µ) ±0.14
Drell–Yan and other ±19 ±0.05
MC backgrounds
Luminosity ± 6 ±0.32

Total +1.3
−1.0

for the ratio of efficiencies found in Z→ 

 data and Monte
Carlo samples. The event tagging efficiency is evaluated
by measuring the fraction of simulated tt̄ events passing
all kinematic cuts and having at least one positive tagged
tight jet, where the data-to-Monte Carlo scale factor for
the b-tagging efficiency, obtained in the electron-jet sam-
ple as described above, is included. The overall event tag-
ging efficiency, averaged over the lepton flavours, is 57.24±
0.21±3.85%, where the second, systematic error includes
the uncertainty from the b-tagging data-to-Monte Carlo
scale factor and the uncertainty from the scale factor for
the b- and c-flavour tagging.
The dominant background comes fromW +jets events,

where either one of the jets is a b-jet, or a light quark
jet is mis-identified as a b-jet. Similar to the previously
described analyses, a mistag rate, obtained in inclusive
QCD multijet events and parameterised as a function of
the jet ET, Ntrk,

∑
ET,i, η, Zvtx, and φ is applied to

the pre-tagged W+ jet data set to model the W +heavy
flavour background in the tagged sample. Also the non-
W background of mis-identified isolated high-pT leptons
in QCD multijet events is determined from comparisons
of event rates in a multijet sample at low �ET, with re-
quired or inverted lepton isolation. Other small back-
grounds from several sources, mainly diboson production,
Z → ττ , and single-top production, are estimated using
the Monte Carlo prediction for acceptance and tagging
efficiency, and are normalised to the theoretical cross sec-
tion [148, 247]. Figure 66 shows the number of tags in
the W +1, 2, 3,≥ 4 jet events together with the compo-
nents of the background estimate. Also shown is the tt̄

Fig. 66. Number of tags in the W +1, 2, 3,≥ 4 jet events to-
gether with the background estimate and the expected contri-
bution from tt̄ production (normalised to the theoretical cross
section of 6.7 pb)

Table 20. Systematic uncertainties for the tt̄ cross section

Source Syst. Uncert. (%) ∆σtt̄ (%)

MC acceptance modelling 8.7 8.9
Tagging scale factor (b, c) 13, 20 16.6
Mistag rate prediction +20 −3.1
Non-W fraction 50 0.8
Non-W prediction 50 7.4
W +heavy flavour prediction 30 6.1
Other MC backgrounds 1.8 0.1
Luminosity 5.9 6

Total ±22

contribution, normalised to the theoretical cross section
of 6.7 pb.
Estimates of the systematic uncertainties on the signal

acceptance, the b-tagging efficiency and the background
modelling are summarised in Table 20. The resulting tt̄
production cross section is measured to be :

σtt̄ = 5.7
+1.3
−1.2 (stat.)±1.3 (syst.) pb , (76)

for amtop = 175GeV c
2.
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4.2.4 All-jets analyses

CDF has also measured the tt̄ production cross section in
the all jets channel [313], using 165±10 pb−1 of data. This
channel is characterised by the hadronic decays of both
W -bosons W → qq̄′, yielding an all-hadronic final state
with a nominal 6-jet topology. This channel has a large
branching ratio (≈ 46%) and is fully reconstructed. How-
ever, the QCD multijet background dominates by three
orders of magnitude. In order to improve the signal-to-
background ratio, S/B, a two-step approach is taken. In the
first step a set of kinematical requirements which favours
tt̄ candidates is applied, yielding S/B≈ 1/24. In the second
step the presence of displaced secondary vertices (b-tags)
in the event is required in order to increase the S/B and to
extract the tt̄ signal.
Based on a multijet trigger, which demands at least

four calorimeter clusters with ET ≥ 15 GeV and a total
transverse energy exceeding 125GeV, a number of pre-
selection cuts are applied: (1) at least one good event

vertex, (2) �ET/
√∑

ET < 6
√
GeV to reject badly recon-

structed events, (3) at least 4 jets (cone size 0.4) with raw
ET > 15 GeV and |η| < 3.0, (4) total transverse energy of
these jets,

∑
ET ≥ 125GeV, (5) removal of events with

good, high-pT central electrons or muons to avoid overlap
with other channels. The following kinematic selection cuts
are optimised on tt̄ Monte Carlo events, generated with
HERWIG 6.4 [226, 227] (CTEQ 5L as PDF), while addi-
tional samples for systematic studies are generated with
PYTHIA 6.203 [223]. All background estimates are based
on multijet data samples, where the tt̄ contamination is
very small.
The kinematic selection is optimised to achieve the best

possible S/
√
S+B, i.e. the minimum statistical error on

the resulting cross section. The events are required to have
four good jets with ET ≥ 20GeV (corrected for detector
and reconstruction effects), and |η| ≤ 2.0. Further require-
ments are: (1) 6≤Njets ≤ 8, (2) A+0.0037

∑
3ET ≥ 0.85

(A is the aplanarity,
∑
3ET is obtained by removing the

two jets with the highest ET, ET in GeV), (3) C ≥ 0.77
(C is the centrality), (4)

∑
ET ≥ 320GeV. This selection

yields 1700 candidate events at an S/B≈ 1/24 with a signal
selection efficiency of εk = 6.2±1.9%.
In order to further improve the S/B, the presence of

secondary vertices reconstructed with at least two good
quality tracks with hits in the Silicon vertex detector and

Table 21. Observed and expected number of tagged jets after kinematical selection in the different
jet multiplicity regions

Njet 4 5 6 7 8

Nr. Events 60 420 773 630 253
Nr. tagged jets (bgd) 7.3±0.7 61.3±4.1 114 ± 7 113 ± 7 45.9±2.4
Nr. tagged jets (tt̄) 0.2±0.1 7.1±2.2 27.4± 8.5 19.3± 6.0 5.7±1.8
Nr. tagged jets (bgd+tt̄) 7.5±0.7 68.4±4.7 141.1±11.0 122.3± 9.2 51.6±3.0
Nr. tagged jets (data) 11 70 170 116 40

Nr. tagged jets (data–bgd) 3.7±3.4 8.7±9.3 56 ±15 13 ±13 −5.9±6.8

a displacement significance larger than 3.0 is required. The
cross section measurement is performed using the total
number of tagged jets (not events) in order to avoid the
explicit calculation of the background for double tagged
events. The effects due to the presence of double tags are
included in the systematic uncertainties. The average num-
ber of tags in a tt̄ event passing the kinematical selection
is navetag = 0.763± 0.005 (stat.)± 0.065 (syst.). The back-
ground contamination is estimated using a multijet data
sample, weighted with a tag rate function P #of tagged jets

#of taggable jets ,

which has been derived in a control sample with Njets = 4

and is parameterised in terms of jet-ET, jet-η, number
of tracks reconstructed in the vertex detector (Ntrk), and
aplanarity (A). A taggable jet is here defined as a jet in
the vertex detector acceptance. The probability for jets to
be taggable has been demonstrated to be independent of
the jet multiplicity. Before kinematic selection cuts, when
the multijet sample is still predominantly composed of
background events only, the predicted and observed num-
ber of tagged jets in the jet multiplicity bins Njet = 4–8
are demonstrated to agree very well, giving confidence in
the constructed tag rate function. The kinematic selection
changes the event characteristics with respect to the events
in the control sample. In comparison to a multijet sample
with ‘negated’ kinematic selection, the overall systematic
uncertainty in the background estimate is found to be 5%.
The background estimate after the kinematical selection is
summarised in Table 21. The presence of an excess in the
signal region (6≤Njets ≤ 8) is visible also in Fig. 67.
After the application of the kinematic selection, a total

of nobs = 326 candidate tags are observed, whereas the
total background expectation in the signal region, provided
by the tag rate function, amounts to n′exp = 264.7±17.2
tags after correcting the background for the presence of tt̄
events in the pretag sample. The resulting excess of 61±25
tagged jets is attributed to tt̄ production. The tt̄ produc-
tion cross section is determined by maximising the likeli-
hood function:

L= e−(L−L̄)
2/2σ2Le

−(εk−ε̄k)
2/2σ2εk

× e
−
(
navetag−

¯navetag

)2
/2σnavetag e−(b−b̄)

2/2σb

×
(σtt̄εkn

ave
tagL+ b)

n

n!
e−(σtt̄εkn

ave
tagL+b) , (77)

where σtt̄εkn
ave
tagL+ b is the expected number of tagged jets

and n≡ nobs is the observed number. The first four terms
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Fig. 67. Number of tagged
jets versus jet multiplicity.
Data (points), and background
with uncertainty band. Left:
tt̄ expectation normalised to
6.7 pb; Right: tt̄ expectation
normalised to 7.8 pb, as ob-
tained in the best fit

Table 22. Relative systematic uncertain-
ties on the kinematical selection efficiency

Source δε/ε (%)

Generator 2.9
ISR/FSR modelling 4.0
Parton distribution function 7.4
Jet energy scale 28.8

Total 30.1

represent Gaussian constraints on the luminosity L, the
kinematic selection efficiency εk, the average number of
tagged jets per tt̄ event navetag, and the number of back-
ground tags b≡ n′exp. The central value of the cross section
is given by the maximum of L, that is σtt̄ =

n−b
εkn

ave
tagL
. The

systematic uncertainties on the kinematical selection effi-
ciency εk is summarised in Table 22, where the jet energy
scale is found to clearly dominate.
The result of the fit is then:

σtt̄ = 7.8±2.5 (stat.)
+4.7
−2.3 (syst.) pb . (78)

CDF has updated this analysis, using a larger data set
of 311 pb−1 [314]. Due to the improved statistics and the
more recent, better known jet energy scale, this analysis
has reduced the total systematic uncertainties from 30% to
20%, yielding a final fit result for the tt̄ production cross
section of:

σtt̄ = 7.5±1.7 (stat.)
+3.3
−2.2 (syst.) pb . (79)

4.2.5 Combined tt̄ cross section in CDF

CDF has worked out the combination of five different
published measurements of the tt̄ production cross sec-
tion, using the ‘best linear unbiased estimate – BLUE’
method [315, 316]. The five individual measurements of
the tt̄ cross section are, as described above, the meas-
urement in the dilepton channel [302], and the measure-
ments in the lepton+ jets channel using the secondary ver-

tex b-tagging [307], using the kinematic neural network
approach [304], using the kinematic fitting of b-tagged
events [309], andusing the semileptonic b-tagging [311].The
general idea is towork out a global covariancematrix for the
statistical and the systematic uncertainties, including their
correlations. Inverting this matrix yields weights for each
measurement in the combination. The statistical errors, the
softmuon tag efficiency, the background statistics andother
smaller uncertainties are treated as uncorrelated, while the
signal acceptance, the luminosity, the SecVtx b-tagging ef-
ficiency, the shape of the jet ET distributions, the shape of
other variables in the signal sample, and the QCDmultijet
background are considered fully correlated.
In the systematic uncertainties, two types of uncertain-

ties are distinguished: The acceptance type uncertainty is
proportional to the combined cross section, i.e. ∆σ= σ∆A

A
,

where A is the acceptance under consideration. This un-
certainty needs to be determined in an iterative procedure,
where usually 3–4 iterations are sufficient to yield a stable
result. The second type of uncertainties is the background
type uncertainty. This uncertainty does not depend on the
combined cross section, so that uncertainties in a meas-
urement which happen to fluctuate up are not artificially
increased, i.e. ∆σ = ∆b

A L
, where ∆b is the uncertainty of

the background count, A is the acceptance, and L is the
integrated luminosity. The statistical correlations between
the five measurements are determined via a sophisticated
system of pseudo-experiments in the Monte Carlo, where
each Monte Carlo event is subject to the event selection in
each of the five analyses. Similarly, the overlap in the back-
ground of the five measurements is determined, but then
treated as statistical correlations of the measurements. To
test the stability of the method, all statistical correlations
are varied by ±10%, which is slightly larger than any sin-
gle variation found in the pseudo-experiment studies. For
ensembles, corresponding to 200 pb−1, the largest observed
change is 0.01 pb in the central cross section value and
0.02 pb in its uncertainty.
The resulting combined tt̄ production cross section

from CDF in Run-II is [317]:

σtt̄ = 6.0±0.9 (stat.)±0.7 (syst.)
+0.4
−0.3 (lumi.) pb , (80)
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for mtop = 175GeV/c
2, yielding a 14% improvement in

sensitivity with respect to the best single measurement.
Using the same procedure, CDF has also combined

its preliminary Run-II tt̄ cross section measurements,
using the updated, preliminary measurements in the
lepton+ jets channel for the kinematic neural network
(347 pb−1 [306]), the SecVtx b-tagging (318 pb−1 [308]),
the vertex tag with kinematic fit (311 pb−1 [310]), and
the updated measurement in the alljets channel (311 pb−1

[314]). The resulting combined tt̄ production cross section
from CDF in Run-II is [317]:

σtt̄ = 7.1±0.6 (stat.)±0.7 (syst.)±0.4 (lumi.) pb ,
(81)

formtop = 175GeV/c
2.

4.3 DØ analyses

4.3.1 Dilepton channel in topological analyses

DØ has measured the tt̄ production cross section in the
dilepton final state using 224–243 pb−1 of data [318]. This
analysis considers the e+e−, eµ and µ+µ− final states. The
electrons and muons may originate either directly from
a W -boson or indirectly from a W → τν decay. The cor-
responding tt̄ branching fractions (B) are 1.58%, 3.16%,
and 1.57% [167] for the e+e−, eµ and µ+µ− channels, re-
spectively. The data used in this analysis are collected by
requiring two leptons (e or µ) in the hardware trigger and
one or two leptons in the software triggers. Two categories
of backgrounds are distinguished: “physics” and “instru-
mental”. Physics backgrounds are processes in which the
charged leptons arise from electroweak boson decays and
the �ET originates from high pT neutrinos. This signature
arises in Z/γ∗→ τ+τ− where the τ leptons decay lepton-
ically and WW,WZ (diboson) production. Instrumental
backgrounds are defined as events in which (a) a lepton
within a jet fakes the isolated lepton signature, or (b) the
�ET originates from misreconstructed jet or lepton energies
or from noise in the calorimeter.
Events are selected with at least two jets with pjT >

20 GeV and |η| < 2.5 and two leptons with p�T > 15 GeV.
Muons are accepted in the region |η| < 2.0, while elec-
trons must be within |η| < 1.1 or 1.5< |η| < 2.5. The two
leptons are required to be of opposite sign in the e+e−

and µ+µ− channels. In the eµ channel, �ET > 25 GeV is re-
quired, where the �ET vector must not be in the direction of
the muon. The overwhelming Drell–Yan background is re-
duced by cuts on the invariant dilepton mass. In the e+e−

channel, events with dielectron invariant mass 80≤Mee ≤
100GeV are vetoed, while �ET > 35GeV (�ET > 40 GeV) is
required forMee > 100GeV (Mee < 80 GeV). In the µ

+µ−

channel, all events with �ET > 35GeV are accepted. The
final selection in the eµ channel requires the total trans-
verse event energy, H�T = p

�1
T +

∑
pT,j > 140 GeV, where

p
�1
T denotes the pT of the leading lepton, rejecting the larg-
est background from di-τ production and diboson produc-
tion. The e+e− analysis uses a cut on sphericity S = 3(ε1+

ε2)/2> 0.15, where ε1 and ε2 are the two leading eigenval-
ues of the normalised momentum tensor. This requirement
rejects events in which jets are produced in a planar geom-
etry through gluon radiation. The final selection applied
in the µ+µ− channel further rejects the Z/γ∗→ µµ back-
ground. For each µ+µ− event the χ2 of a fit to the Z→ µµ
hypothesis given the measured muon momenta and known
resolutions is computed. Selecting events with χ2 > 2 is
more effective than selecting on the dimuon invariant mass
for this channel.
Signal acceptances and efficiencies are derived from

a combination of Monte Carlo simulation and data. tt̄ pro-
duction is simulated using ALPGEN [224]+
PYTHIA [223]. B-hadron and τ lepton decays are mod-
elled via EVTGEN [243] and TAUOLA [245], respectively.
Lepton trigger and identification efficiencies as well as lep-
ton momentum resolutions in the Monte Carlo are scaled
to those measured in Z→ 

 data. Also the jet reconstruc-
tion efficiency, jet energy resolution and �ET resolution in
the Monte Carlo are adjusted to their measured value in
data. Backgrounds from Z/γ∗→ ττ and diboson produc-
tion are determined from simulations, using PYTHIA and
ALPGEN, respectively. Z/γ∗→ ττ is normalised to the
DØ measurement [319], while the diboson simulation is
normalised to the theoretical cross section [247].
Instrumental backgrounds are determined from the

data. Fake electrons can arise from jets comprised essen-
tially of a leading π0/η and an overlapping or conversion-
produced track. This background is estimated by calculat-
ing the fraction fe of loose electrons which appear as tight
electrons in a control sample dominated by fake electrons.
In the e+e− channel the control sample consists of events
that satisfy the trigger and have two loose electrons. In the
eµ channel, the events in the control sample must satisfy
the trigger and have one tight muon and one loose elec-
tron. The two determinations of fe agree. The predicted
number of events with a fake electron in the final sample
is obtained by multiplying the number of e+e− (eµ) events
with one loose electron and one tight electron (muon) by
fe. An isolated muon can be mimicked by a muon in a jet
when the jet is not reconstructed. The fraction fµ of loose
muons that satisfy the tight muon criteria is measured in
a control sample dominated by fake muons. In the µ+µ−

channel, the control sample is defined as events that have
two loose muons, where the leading muon must fail the
tight muon criteria to suppress physics processes with real
isolated muons. The number of events with a fake muon is
estimated by counting the number of events with one tight
muon and a loosemuonmultiplied by fµ. In the eµ channel,
the contribution from events where both leptons are fake
leptons is already accounted for by using fe. The remain-
ing contribution from events with a real electron and a fake
muon, is determined by combining fe and a fake rate fµ
obtained on a control sample that satisfies the eµ trigger.
The process Z/γ∗→ 
+
−(
= e, µ), while lacking high

pT neutrinos, might have a significant amount of measured
�ET due to limited �ET resolution. In the e+e− channel, this
background is estimated by measuring a �ET misreconstruc-
tion rate on a γ+2 jets data sample and applying it to
the simulation. In the µ+µ− channel, the expected contri-
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Table 23. Systematic uncertainties on σtt̄

Source ∆σtt̄ (pb)

Jet energy calibration +0.8 −0.7
Jet identification +0.3 −0.6
Muon identification +0.5 −0.4
Electron identification ±0.3
Trigger +0.3 −0.2
Other +0.2 −0.3

Total ±1.1

bution of Z/γ∗→ µ+µ− background in the final sample is
derived from events simulated with ALPGEN [224].
This analysis observes 5, 8, and 0 events in the e+e−,

eµ, and µ+µ− channels, respectively. The probability to
observe≥ 5,≥ 8, and exactly 0 events in the e+e−, eµ, and
µ+µ− channels is estimated to be 22%, 43%, and 5%, re-
spectively, using the measured σtt̄ and taking into account
systematic uncertainties. The significance of the observed
tt̄ signal over the background is 3.8 standard deviations.
The systematic uncertainties are summarised in Table 23.
In addition, a luminosity uncertainty of 6.5% is assigned
to the luminosity measurement [283]. Figure 68 shows the
observed jet multiplicity, �ET, and the leading lepton pT
for the selected dilepton data events in comparison to
the background estimate plus the expected tt̄ contribu-
tion. Good agreement is found in all kinematic variables.
The leading lepton pT spectrum in the tt̄ dilepton final
state is studied by the CDF Collaboration (Sect. 8.2 [320])
and a mild excess is observed at low transverse momenta.
This is not confirmed by this DØ measurement. In pseudo-
experiments, starting with the predicted leading lepton pT
spectrum, normalised to the measured cross section, 31%
of those experiments are less consistent with the parent
distribution than the data. Therefore it is concluded that
the data agree well with the prediction. To compute the
cross section, in each channel the probability to observe
the number of events seen in the data as a function of σtt̄
given the number of background events and the signal ef-
ficiency is calculated. The combined cross section is the

Fig. 68. Observed jet multiplicity (left-a), �ET (middle-b), and leading lepton pT (right-c) in comparison to the background
estimates plus the expected tt̄ contribution, normalised to 7 pb

value of σtt̄ that maximises the product of the likelihoods
in the three channels. Taking the systematic uncertainties
and their correlations into account, the resulting top quark
pair production cross section at

√
s= 1.96 TeV in dilepton

final states is:

σtt̄ = 8.6
+3.2
−2.7 (stat.)±1.1 (syst.)±0.6 (lumi.) pb ,

(82)

formtop = 175GeV/c
2.

Using 370 pb−1 of data, DØ has updated this analy-
sis with a preliminary result [321]. The main modifications
with respect to the publication [318] are a slightly lower
cut on the total transverse event energy in the eµ chan-
nel: H�T = p

�1
T +

∑
pT,j > 120 GeV instead of > 140GeV,

a result of a re-optimisation, and a different electron iden-
tification in the eµ channel. Previously, a “tight” electron
had to have an electron likelihood value above some cut,
where the likelihood compares several calorimeter and track
based quantities with reference distributions for good elec-
trons. Now, all electron candidate events are accepted, and
the amount of fake electron background is fitted to the ob-
served likelihood distribution in the data. First, the shape
of the electron likelihood for real electrons is determined on
a pure Z/γ∗→ ee sample. The shape of the electron likeli-
hood for fake electronbackground is determined in a sample
dominated by fake electrons, which is selected in the follow-
ing way: A muon is required to be anti-isolated instead of
isolated both in terms of calorimeter and track activity, and
�ET < 15 GeV. The number of fake electrons in the selected
sample is obtained by performing an extended unbinned
likelihood fit to the observed distribution of electron likeli-
hood in data. The likelihood in the fit is given by:

L=
N∏
i=1

(neS(xi)+nfakeB(xi))
e−(ne+nfake)

N !
, (83)

where i is an index that runs over all selected events, xi
is the corresponding observed value of the electron like-
lihood, N is the total number of selected events, ne is
the number of events with an isolated electron, nfake is
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Fig. 69. Electron likelihood discriminant distribution for real electrons (left), fake electrons (middle), and the observed data
(right)

Fig. 70. Observed and predicted distributions for the various backgrounds and the signal. Leading lepton pT (left), �ET (middle),
and jet multiplicity (right)

the number of events with a fake electron, S is the sig-
nal probability distribution function determined using real
electrons, andB is the background probability distribution
function derived from the sample dominated by fake elec-
trons. Figure 69 shows the shapes of the electron likelihood
discriminant distribution in the real and fake electron sam-
ples and the distribution observed in data.
Figure 70 shows some of the observed and predicted

kinematic distribution for the various backgrounds and the
tt̄ signal for the leading lepton pT (left), �ET (middle), and
the jet multiplicity (right). Good agreement between the
data and the background plus top signal is found.
The resulting preliminary top quark pair production

cross section is measured to be:

σtt̄ = 8.6
+2.3
−2.0 (stat.)

+1.2
−1.0 (syst.)±0.6 (lumi.) pb . (84)

4.3.2 Lepton+ jets channel in topological analysis

Using 230 pb−1 of lepton+jets data with four or more jets,
DØ has measured the tt̄ production cross section based
on the kinematic characteristics of the events [322, 323].
Earlier versions of this analysis are described in [324–326].
This analysis exploits only the kinematic properties of the
events to separate signal from background, with no as-
sumptions about the multiplicity of final-state b-quarks,

thus providing a less model-dependent determination of
the top quark production cross section.
The events in this channel are characterised by the pres-

ence of one high-pT isolated electron (e+jets channel) or
muon (µ+jets channel), large transverse energy imbalance
due to the undetected neutrino (�ET), and at least four
hadronic jets. “Loose” and “tight” electrons, “loose” and
“tight” muons, jets and �ET are reconstructed as described
in the previous DØ analysis (see Sect. 4.3.1). At the trig-
ger level, a single electron with transverse momentum (pT)
greater than 15 GeV, and a jet with pT > 15 GeV (20 GeV)
for the first (second) half of the data is required for the
e+jets channel. For the µ+jets channel, a single muon de-
tected outside the toroidal magnet (effective pT > 3 GeV
requirement), and a jet with pT > 20GeV (25 GeV) for the
first (second) half of the data is required.
The “tight” selected sample consists of 87 (80) events

that have only one tight electron (muon) with pT >
20GeV, �ET > 20 GeV and not collinear with the lepton
direction in the transverse plane, and at least four jets
each with pT > 20GeV. Removing the tight requirements
on the lepton identification results in 230 (140) events
passing the selection for the “loose” sample. Monte Carlo
simulation of tt̄ and W +jets events are used to calculate
selection efficiencies and to simulate kinematic character-
istics of the events. Top quark signal and W +jets back-
ground processes are simulated using ALPGEN 1.2 [224]
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for the parton-level process, and PYTHIA 6.2 [223] for the
subsequent hadronisation. Lepton and jet trigger and iden-
tification efficiencies derived from data are applied to the
simulated events as correction factors. In the e+jets and
µ+jets channel, the fully corrected selection efficiency for
top quark events is found to be (11.6±1.7)% and (11.7±
1.9)% with respect to all tt̄ final states that contain an elec-
tron or a muon originating either directly from aW -boson
or indirectly fromW → τν decay. The branching fractions
of such final states are 17.106% and 17.036% [167] for the
e+jets and µ+jets channels, respectively.
The background within the selected samples is domi-

nated by W +jets events, which have the same signature
as tt̄ signal events. The samples also include contributions
from multijet events in which a jet is misidentified as an
electron (e+jets channel) or in which a muon originat-
ing from the semileptonic decay of a heavy quark appears
isolated (µ+jets channel). In addition, significant �ET can
arise from fluctuations and mismeasurements of the jet en-
ergies. This instrumental background is estimated using
the matrix method [327] with the loose and tight samples
described above. The loose sample consists of Ns signal
events and Nb background events, where Ns is a combina-
tion ofW +jets and tt̄ events. The tight sample consists of
εsNs signal events and εbNb multijet background events,
where εs and εb are the lepton selection efficiency for the
tight sample relative to the loose sample, for signal and
background, respectively. εs is measured from a combina-
tion of tt̄ and W +jets simulated events, corrected for the
ratio of efficiencies in data and Monte Carlo for Z→ 
+
−

events. εb is measured in a data sample with �ET < 10 GeV,
which is dominated by multijet background. For the e+
jets channel, εs = 0.82±0.02, and εb = 0.16±0.04. For the
µ+jets channel, εs = 0.81±0.02, and εb = 0.09±0.03.
To extract the fraction of tt̄ events in the sample, a dis-

criminant function is constructed, that makes use of the
difference between the kinematic properties of the tt̄ events
and the W +jets background. QCD multijet events have
similar kinematics to theW +jets events. A set of variables
is chosen to provide the best separation between signal and
background, whilst having the least sensitivity to the dom-
inant systematic uncertainties coming from the jet energy
calibration and the W +jets model. To reduce the depen-
dence on modelling of soft radiation and underlying event,
only the four highest-pT jets were used to determine these

Fig. 71. Discriminant distri-
bution for data overlaid with
the result from a fit of tt̄ sig-
nal, andW +jets and multijet
background (left) in the e+
jets channel and (right) in the
µ+jets channel

variables. The optimal discriminant function was found to
be built from six variables [323]: (i) HT, the scalar sum
of the pT of the four leading jets; (ii) ∆φ(
, �ET), the azi-
muthal opening angle between the lepton and the missing
transverse energy; (iii) KT, min = ∆R

min
jj p

min
T /E

W
T , where

∆Rminjj is the minimum separation in η−φ space between
pairs of jets, pminT is the pT of the lowest-pT jet of that pair,
and EWT is a scalar sum of the lepton transverse momen-
tum and �ET; (iv) the event centrality C, defined as the ratio
of the scalar sum of the pT of the jets to the scalar sum of
the energy of the jets; (v) the event aplanarityA [328], con-
structed from the four-momenta of the lepton and the jets;
and (vi) the event sphericity S [328], constructed from the
four-momenta of the jets.
The discriminant has the following general form:

D =
S(x1, x2, . . . )

S(x1, x2, . . . )+B(x1, x2, . . . )
, (85)

where x1, x2, ... is a set of input variables and S(x1, x2, ...)
and B(x1, x2, ...) are the probability density functions for
the tt̄ signal and background, respectively. Neglecting the
correlation between the input variables, the discriminant
function can be approximated by the expression:

D =

∏
i si(xi)/bi(xi)∏

i si(xi)/bi(xi)+1
, (86)

where si(xi) and bi(xi) are the normalised distributions of
variable i for signal and background, respectively. By con-
struction, the discriminant peaks near zero for the back-
ground, and near unity for the signal. It is modelled using
simulated tt̄ and W +jets events, and a data sample se-
lected by requiring that the leptons fail the tight selection
criterion, representative of the multijet background. Fig-
ure 71 shows the distribution of the discriminant function
for data along with the fitted contributions from tt̄ signal,
W +jets, and multijet background events.
The systematic uncertainties are summarised in

Table 24.
A binned Poisson maximum-likelihood fit [323] of the

modelled discriminant function distribution (in 10 bins) to
that of the data yields the top quark cross section σtt̄ and
the numbers of W +jets and multijet background events
in the selected data sample. The multijet background is
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Table 24. Systematic uncertainties on σtt̄ (pb)

Source e+jets µ+jets l+jets

Lepton identification ±0.3 ±0.2 ±0.2
Jet energy calibration +1.8 −1.2 +1.0 −0.7 +1.4 −1.0
Jet identification +0.2 −0.2 +0.2 −0.1 +0.2 −0.1
Trigger +0.1 −0.1 +0.4 −0.3 +0.3 −0.2
Multijet background ±0.3 ±0.03 ±0.2
W background model ±0.2 ±0.4 ±0.3
MC statistics ±0.5 ±0.3 ±0.3
Other ±0.2 ±0.1 ±0.2

Total +1.9 −1.3 +1.2 −1.0 +1.6 −1.1

constrained within errors to the level determined by the
matrix method:

L
(
N tt̄t , N

W
t , N

QCD
t

)
=

[
10∏
i=1

P
(
nobsi , µi

)]

×P
(
Nobsl−t , Nl−t

)
, (87)

where P (n, µ) = µne−µ

n! generically denotes the Poisson
probability density function for n observed events given an
expectation of µ. The t and l indices refer to the “tight”
or the “loose” sample selection. Since the logarithm is
a monotone function, the solution that maximises the ex-
pression in (87), also minimises:

− lnL
(
N tt̄t , N

W
t , N

QCD
t

)
=

[
10∑
i=1

−nobsi lnµi+µi

]

−Nobsl−t lnNl−t+Nl−t ,

(88)

where on the right hand side any terms independent of σtt̄
have been dropped. The number of observed preselected
data events that populate the i-th bin in the likelihood dis-
criminant distribution is denoted by nobsi , the correspond-
ing expected number of events is expressed as a function of
N tt̄t , N

W
t , and N

QCD
t and is given by:

µi

(
N tt̄t , N

W
t , N

QCD
t

)
= P tt̄i N

tt̄
t +P

W
i N

W
t

+PQCDi NQCDt , (89)

where P tt̄i , P
W
i , and P

QCD
i , respectively, are the prob-

ability density functions for the tt̄, W +jets and QCD-
multijets likelihood discriminant distributions, evaluated
in the i-th bin. The second term in (88) is a Poisson con-
straint on the observed number of events in the “loose-
minus-tight” preselected sample and effectively completes
the incorporation of the matrix method in the likelihood,
and thus, implicitly, the Poisson constraint on the number
of QCD-multijet events. By introducing Nl−t = Nl−Nt,
it is ensured that Nl−t and Nt are indeed statistically un-
correlated. Nobsl−t =N

obs
l −Nobst is the number of observed

data events after the loose preselection minus the number

of observed preselected data events (referred to as “tight”
here). The expected number of loose minus tight events,
Nl−t, can be expressed in terms of N

tt̄
t , N

W
t , and N

QCD
t

using the matrix method, yielding:

Nl−t =
1− εs
εs
N tt̄t +

1− εs
εs
NWt +

1− εb
εb
NQCDt . (90)

Plugging this term and (89) into (88) yields the likelihood
expression to be minimised. Using this fit, the measure-
ment of the tt̄ production cross section at

√
s= 1.96 TeV in

each lepton channel separately yields:

σe+jets
tt̄

= 8.2+2.1−1.9 (stat.)
+1.9
−1.3 (syst.)±0.5 (lumi) pb

(91)

σµ+jets
tt̄

= 5.4+1.8−1.6 (stat.)
+1.2
−1.0 (syst.)±0.4 (lumi) pb

(92)

for mtop = 175GeV/c
2. The combined cross section in the

kinematic lepton+ jets analyses is determined by minimis-
ing the sum of the negative log-likelihood functions for
both channels, yielding:

σl+jets
tt̄

= 6.7+1.4−1.3 (stat.)
+1.6
−1.1 (syst.)±0.4 (lumi.) pb ,

(93)

formtop = 175GeV/c
2.

Combined topological cross section in DØ. DØ has also
combined the tt̄ production cross section measurements
in the topological dilepton analysis (Sect. 4.3.1) and of
the kinematic lepton+ jets analysis described above. All
those measurements are based on ≈ 230 pb−1. In this com-
bination, the Poisson likelihoods from the counting ex-
periments in the dilepton channels and the likelihoods
on the 10 bins of the kinematic discriminant in the lep-
ton+ jets channel with the multijet background constraint
are multiplied. The overall likelihood maximum is deter-
mined by taking the correlations of systematic uncertain-
ties in the signal and the various background sources into
account separately. Four backgroundprocesses (WW ,Z→
ττ , Z → µµ, Wγ) are considered separately and consid-
ered fully correlated across all measurements. For the lep-
ton+ jets channel, also the correlations between sources
of systematic uncertainties in the event selection and pos-
sible distortions in the shape of the likelihood discriminant
reference distributions are considered. For each systematic
uncertainty, the corresponding efficiencies or the shapes of
the likelihood discriminant are changed and a new cross
section is determined. These variations in the central value
of the cross section are then added quadratically to ob-
tain the total systematic uncertainty. By construction, this
method of the cross section computation does not allow the
systematic errors to influence the results of the fit.
The combined tt̄ production cross section in topologi-

cal/kinematic analyses is then found to be [329]:

σtt̄ = 7.1
+1.2
−1.2 (stat.)

+1.4
−1.1 (syst.)±0.5 (lumi.) pb ,

(94)
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for mtop = 175GeV/c
2. In the region 170GeV/c2 to

180GeV/c2 the cross section changes as a function ofmtop
as:

σtt̄(mtop) = σtt̄−0.1
pb

GeV/c2
× (mtop−175GeV/c

2) .

(95)

4.3.3 Lepton+ jets channel in b-tag analyses

Based on 230 pb−1 of data, DØ has measured the tt̄ pro-
duction cross section in the lepton+ jets channel using
a lifetime-based b-jet identification technique [330]. Elec-
trons, muons, jets and �ET are reconstructed as in the kine-
matic lepton+ jets analysis, described before in Sect. 4.3.2.
In both channels the events are selected by requiring �ET
to exceed 20 GeV and not be collinear with the lepton di-
rection in the transverse plane. In the electron and muon
channel, an isolated electron with pT > 20GeV and |η| <
1.1, or isolated muon with pT > 20GeV and |η| < 2.0 are
required. Events with 3 or ≥ 4 jets are expected to be
enriched in tt̄ signal and used for the σtt̄ measurement,
whereas events with only 1 or 2 jets are expected to be
dominated by background and used to verify the back-
ground normalisation procedure.
The main background in this analysis is the produc-

tion of W -bosons in association with jets (W +jets), with
the W -boson decaying leptonically. In most cases, the jets
accompanying the W -boson originate from light (u, d, s)
quarks and gluons (W +light jets). Depending on the jet
multiplicity, between 2% and 14% of W +jets events con-
tain heavy flavour jets resulting from gluon splitting into
bb̄ or cc̄ (Wbb̄ or Wcc̄, respectively), while in about 5% of
events, a single c quark is present in the final state as a re-
sult of the W -boson radiated from an s quark from the
proton’s or antiproton’s quark sea (Wc). A sizeable back-
ground arises from strong production of two or more jets
(‘multijets’), with one of the jets misidentified as a lepton
and accompanied by large �ET resulting from mismeasure-
ments of jet energies. Significantly smaller contributions to
the background arise from single top,Z+jets, and weak di-
boson (WW ,WZ and ZZ) production. Only a small frac-
tion of the background events contain b or c-quark jets in
the final state. As a consequence, the signal-to-background
ratio is significantly enhanced when at least one jet is iden-
tified as a b-quark jet.
b-quark jets are identified using a secondary vertex tag-

ging (SVT) algorithm, which is described in Sect. 3.3.7.
Events with exactly 1(≥ 2) tagged jets are referred to as
single-tag (double-tag) events. They are treated separately
because of their different signal-to-background ratios.
tt̄ production, and all background processes except

multijets are simulated, using ALPGEN [224] to gen-
erate the parton-level processes, and PYTHIA [223] to
provide fragmentation and to decay unstable particles ex-
cept B hadrons and τ leptons, which are modelled via
EVTGEN [243] and TAUOLA [245], respectively. Lepton
and jet resolutions and identification efficiencies are ad-
justed to that measured in data (for example in Z → 


events). For all processes except the multijets background,

Fig. 72. Schematic of the b-tagging procedure: the background
contamination is assessed by applying the tag rate functions,
determined in data, to each jet in the simulation, taking the jet
flavour, pT and η into account

the total acceptance is computed using the MC simula-
tion, where trigger, reconstruction and tagging efficiencies
are taken from the data measurements. The tagging prob-
ability for a particular process depends on the flavour
composition of the jets in the final state as well as on the
overall event kinematics. It is estimated by applying the
tagging rate measured in data to each jet in the simulation,
taking into consideration its flavour, pT, and η. In the case
ofW +jets events, the simulation (ALPGEN [224]) is also
used to estimate the fraction of the different W +heavy
flavour subprocesses (Fig. 72).
The tt̄ acceptance is computed for events with a true

electron or muon arising from aW → 
ν (
= e, µ, τ) decay,
corresponding to total branching fractions of 17.106% and
17.036% [167], respectively, in the electron and muon chan-
nels. In the electron channel, the total acceptance before
tagging is estimated to be (10.8±0.8)% and (14.2±1.7)%,
for events with 3 and those with ≥ 4 jets, respectively. The
corresponding numbers for the muon channel are (9.9±
1.0)% and (14.1±1.9)%. The estimated single-tag efficien-
cies are (43.3±1.2)%0 and (45.3±1.0)% for events with
3 and those with ≥ 4 jets, respectively. The correspond-
ing double-tag efficiencies are (10.4± 1.0)% and (14.2±
1.3)%. Consequently, the average probability to tag a tt̄
event with four or more jets is measured to be 60%. The
number of multijet events is estimated from the data for
each jet multiplicity using the matrix method [327], sep-
arately for the samples before and after tagging. Smaller
contributions from single top, Z+jets, and diboson pro-
duction (collectively referred to as “other bkg” in Fig. 73)
are estimated from the simulation, normalised to the next-
to-leading order theoretical cross section [162, 247, 331].
The number of tagged W +jets events is estimated as the
product of the number of W +jets events in data before
tagging and the average tagging probability for W +jets
events (e.g. ≈ 4% for single-tag and ≈ 0.4% for double-
tag events with ≥ 4 jets), correcting the number of W +
jets events before tagging for the contribution of the other
backgrounds.
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Fig. 73. Expected and observed number of single-tag (left) and double-tag events (middle). The hatched area represents the total
uncertainty in the expectation. Right: Likelihood discriminant distribution (as defined in the kinematic analysis in Sect. 4.3.2) for
the �+jets events with four or more jets and one tag overlaid with the sum of the predicted background and tt̄ signal

Table 25. Systematic uncertainties on σtt̄ (pb)

Source ∆σtt̄

b-tagging efficiency +0.6 −0.5
Jet energy calibration +0.5 −0.4
Background modelling ±0.5
Lepton selections +0.5 −0.4
Jet identification +0.3 −0.2
Multijet background +0.3 −0.2
Mis-tagging rate ±0.1

Total +1.1 −1.0

Figure 73 shows the observed and expected number of
events for each jet multiplicity. The excess over the back-
ground expectation in the third and fourthmultiplicity bins
is interpreted as the tt̄ signal. The good agreement between
observationandexpectation in thefirst and secondmultipli-
city bins validates the background estimation procedure.
The tt̄ production cross section is calculated by max-

imising a likelihood function including a Poisson term for
each of the eight independent channels considered: 3 and
≥ 4 jets, for single- and double-tag events in the electron
and muon channels. At each step in the maximisation, the

Fig. 74. Expected and ob-
served number of single-tag
(left) and double-tag events
(right)

multijet background in these eight tagged samples, and
the corresponding samples before tagging, is constrained
within errors to the amount determined by the matrix
method. In addition, for each of the considered system-
atic uncertainties a Gaussian term is included, following
the procedure described in [332]. In this approach, each
source of systematic uncertainty is allowed to affect the
central value of the cross section during the maximisation
procedure. The systematic uncertainties are summarised
in Table 25. In addition, a systematic uncertainty of 6.5%
from the luminosity measured is assigned.
The tt̄ production cross section measurement yields

σtt̄ = 8.6
+1.6
−1.5 (stat.+ syst.)±0.6 (lumi.) pb

= 8.6+1.2−1.1 (stat.)
+1.1
−1.0 (syst.)±0.6 (lumi.) pb , (96)

formtop = 175GeV/c
2.

Using 365 pb−1 of data, DØ has updated this analy-
sis with a preliminary result [333]. Apart from the signifi-
cantly increased statistics, there are no major modifica-
tions made to the published analysis described above. Fig-
ure 74 shows the observed and expected number of events
for each jet multiplicity. The excess over the background
expectation in the third and fourth multiplicity bins is
interpreted as the tt̄ signal. Again, the good agreement
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Table 26. Systematic uncertainties on σtt̄ (pb)

Source Offset (pb) σ+ (pb) σ− (pb)

Muon preselection +0.02 +0.18 −0.15
Electron preselection −0.02 +0.18 −0.15
Muon triggers +0.07 +0.34 −0.28
Jet energy calibration −0.07 +0.24 −0.21
Jet reco and jet ID −0.09 +0.23 −0.18
SML b-tag efficiency (MC) +0.03 +0.15 −0.14
SML b-tag efficiency (data) +0.18 +0.40 −0.35
Heavy quark mass
onW fractions −0.00 +0.18 −0.19
W fractions matching +
higher order effects +0.01 +0.44 −0.44
Event statistics
for matrix method −0.02 +0.15 −0.15

Total +0.9 −0.8

between observation and expectation in the first and sec-
ond multiplicity bins validates the background estimation
procedure.
The systematic uncertainties are summarised in Ta-

ble 26. In addition, a systematic uncertainty of 6.5% from
the luminosity measured is assigned.
This updated preliminary tt̄ production cross section

measurement yields

σtt̄ = 8.1
+1.3
−1.2 (stat.+syst.)±0.5 (lumi.) pb

= 8.1±0.9 (stat.)+0.9−0.8 (syst.)±0.5 (lumi.) pb ,
(97)

formtop = 175GeV/c
2.

DØ has performed a simultaneous measurement of the
tt̄ production cross section and the ratio of top quark de-
cay branching ratios B(t→Wb)/B(t→Wq) in the lep-
ton+ jets channel, counting the number of 
+jets+ �ET
events with 0, 1, and 2 b-jets in 230 pb−1 of data [334]. This
analysis is essentially a combination of the tt̄ cross section
measurements in the lepton+ jets channel using kinematic
event characteristics (see Sect. 4.3.2) and using secondary
vertex b-tagging (see Sect. 4.3.3). The analysis is described
in more detail in Sect. 6.2.
The preliminary tt̄ production cross section measure-

ment in this analysis is

σtt̄ = 7.9
+1.7
−1.5 (stat.+ syst.)±0.5 (lumi.) pb

= 7.9+1.4−1.3 (stat.)
+0.9
−0.8 (syst.)±0.5 (lumi.) pb , (98)

formtop = 175GeV/c
2.

4.3.4 Dilepton channel in b-tag analysis

Based on 158 pb−1 of data, DØ has measured the tt̄ pro-
duction cross section in the tt̄→ eµ+jets channel using
secondary vertex b-tagging [335]. In the eµ channel, the fi-
nal state is characterised by a high pT isolated electron,
a high pT isolated muon, large missing transverse energy
and two b-jets. The electrons, muons, jets, and �ET are re-
constructed in the same way as in the topological dilepton

analyses (see Sect. 4.3.1). Also the general event selection
is identical to that analysis. The selection used is elec-
tron pT > 15 GeV, muon pT > 15 GeV, jet pT > 20 GeV,
and �ET > 25GeV. The muon and electron tracks are fur-
ther required to point to the primary vertex. Only events
with one or more jets are considered.
tt̄ events contain two b-jets while jets in the background

processes originate predominantly from light quarks or
gluons. Requiring at least one jet in the event to be b-
tagged is therefore a powerful discriminant between signal
and background. The b-tagging algorithm utilised in this
measurement is the secondary vertex tagging algorithm
(SVT; see Sect. 3.3.7). The measurements of tagging ef-
ficiency and tag rate function for mistags are described
in Sect. 4.3.3.
The preselection efficiency for tt̄ events is estimated

using Monte Carlo events, which are generated with
ALPGEN 1.2 [224] and PYTHIA 6.2 [223]. TheW -bosons
both decay to a lepton-neutrino pair, including all τ final
states. The same Monte Carlo sample is used to estimate
the tagging efficiency by taking the jet kinematics from the
Monte Carlo and folding in the per jet tagging efficiency
parameterisations determined in data.
Background processes that can produce the full eµ sig-

nature (one electron, one muon, jets and significant miss-
ing transverse energy) are rare. Decays of Z/γ∗→ ττ which
subsequently decay to an electron and a muon is the larg-
est physics background, but suffers from the low branching
ratio of the two τ ’s to decay to leptons, as well as from
soft lepton and neutrino pT spectra. (Z/γ

∗→ ττ)jj is gen-
erated using ALPGEN [224] followed by PYTHIA [223].
To evaluate the Z background for lower jet multiplicities,
PYTHIA samples are used, normalised to the DØ meas-
urement [336]. The (Z/γ∗→ ττ)jj is normalised to the
ALPGEN cross section, corrected for the difference in the
yield for Z events observed in data and Monte Carlo. An-
other physics background is the diboson production, that
of WW being the most important since the leptons re-
semble very much the ones in tt̄ events. This background
has a very low cross section. The most powerful discrimi-
nant in this measurement is, however, the requirement of at
least one b-tagged jet. WW → 

νν(jj) and WW → 

νν
Monte Carlo samples are generated with ALPGEN fol-
lowed by PYTHIA. TheWW → 

νν sample is normalised
to the next-to-leading-order cross section calculation [247],
which provides a 35% larger cross section than that cal-
culated with ALPGEN in LO. For consistency, also the
WW → 

νν sample is normalised to the ALPGEN cross
section, scaled up by 35%. The preselection efficiencies for
the physics backgrounds are taken from the Monte Carlo.
The b-tagging efficiency in the Z/γ∗→ ττ background is
estimated in data, using Z → ee and Z → µµ events. For
the small WW background, the tagging efficiency is esti-
mated in Monte Carlo, by taking the jet kinematics from
the Monte Carlo, and folding in the per jet tagging effi-
ciency parameterisation determined on data. Fake electron
backgrounds are estimated by measuring the rate at which
an electromagnetic jet is misidentified as an electron. This
is done in a control data sample where the muon in the
event is non-isolated. The electron fake rate is then applied
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Fig. 75. The number of ob-
served and predicted b-tagged
events (left) and the predicted
number of background events
(right) as a function of the jet
multiplicity. The tt̄ signal is
here normalised to 7 pb

to the data sample that fulfils all requirements except that
the electron identification cuts have been omitted. The
efficiency for the very small Z → µµ background (where
one of the muons emits a Bremsstrahlung photon) to pass
the preselection cuts is estimated using Monte Carlo. The
probability for a QCD or W +jets event to be b-tagged is
estimated in data, from events containing an isolatedmuon
passing all the muon identification cuts, and having �ET
< 10GeV. The b-tagging efficiency for Z/γ∗→ µµ back-
ground is determined in the same way as for the Z/γ∗→ ττ
background.
Figure 75 shows the number of observed and predicted

b-tagged events in the two jet multiplicity bins. Given the
low statistics, the data is well described by the expected
background (right) plus the tt̄ signal, normalised to 7 pb.
The tt̄ cross section is calculated by maximising the

product of the Poisson likelihood functions constructed for
each of the two multiplicity bins (Njet = 1 and Njet ≥ 2),
taking into account correlated sources of systematic uncer-
tainties. Table 27 summarises the systematic uncertainties
of this analysis. The preliminary tt̄ production cross sec-
tion measurement yields

σtt̄ = 11.1
+5.8
−4.3 (stat.)±1.4 (syst.)±0.7 (lumi.) pb , (99)

formtop = 175GeV/c
2.

Table 27. Systematic uncertainties on σtt̄ (pb) in the eµ chan-
nel with b-tagging

Source ∆σtt̄ (pb)

b-tagging efficiency in data +0.75 −0.64
b-tagging efficiency in Monte Carlo +0.48 −0.46
Decay model dependence of −0.32
tagging efficiency
Taggability +0.39 −0.80
Jet energy calibration +0.51 −0.38
Jet energy resolution −0.023
Jet identification +0.26
Trigger +0.34 −0.27
Top quark mass +0.43 −0.37
Monte Carlo to data correction factors ±0.46
Monte Carlo and data statistics ±0.34

Total ±1.4

4.3.5 All-jets analyses

DØ has measured the tt̄ production cross section in the
all-jets (or all hadronic) channel, based on 162 pb−1 of
data, using secondary vertex b-tagging and several kine-
matic and topological quantities, combined in artificial
neutral networks, to extract the top quark signal [337].
This channel constitutes 46% of the total tt̄ production
cross section, larger than any other channel with one or
both W -bosons decaying to leptons. It has the advan-
tage that all partons from the tt̄ process decay to par-
ticles that are visible in the detector. There are no en-
ergetic neutrinos produced. The all hadronic final state
is characterised by the presence of at least six jets, two
of which result from the hadronisation of b-quarks. Since
the cross section of multijet production via the strong in-
teraction is several orders of magnitude larger than the
tt̄ cross section, multijet background is overwhelming in
this channel. The bulk of this background is rejected by
the requirement of one identified b-jet in the event. Subse-
quently kinematic and topological variables are combined
into a chain of artificial neural networks (ANNs) to extract
the signal.
ALPGEN 1.2 [224] and PYTHIA [223] are used to sim-

ulate tt̄ signal events, both in the all jets and in the lep-
ton+ jets channel. Note that this tt̄ Monte Carlo is only
used for neural network training. Events are triggered with
a dedicated multi-jet trigger. The corresponding single-jet
turn-on curve is applied to the tt̄ Monte Carlo. In the pre-
selection, six or more jets with pT > 15 GeV and |η| < 2.5
are required. In order to obtain a data set orthogonal to the
lepton+ jets selection, events are rejected that contain iso-
lated leptons. The algorithm used for b-quark jet identifica-
tion is the secondary vertex tagger (SVT) (see Sect. 3.3.7).
In this analysis exactly one tagged jet per event is re-
quired, because the probability to tag a second jet is larger,
resulting from the change of flavour content in the sam-
ple after the first tag. The efficiencies to tag b, c and
light quarks and gluon jets are measured using data. They
are parameterised as a function of the jet pT for differ-
ent η bins and yield an overall tt̄ event tagging efficiency
of 46%.
The background is determined by applying mis-tagging

tag rate functions (TRFs). Since both the tagged and the
untagged sample are dominated by background, they are
used to determine the probability that a ‘background’ jet
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will be tagged:

Pjet(pT, η) =Nf(pT)g(η) . (100)

As f(pT) and g(η) are observed to be uncorrelated, they
are factorised. Pjet(pT, η) is parameterised in four differ-
ent bins of HT. N is the normalisation for this probability
density function, measured in data to be N = 1.04±0.07.
Its uncertainty is used to estimate the uncertainty on the
background prediction. Assuming that the tagging prob-
abilities are uncorrelated between jets, the probability for
an event to have one single tag is:

Pevent(tags = 1) =

Njet∑
i=1

Pjet(i)

i�=j∏
j

(1−Pjet(j)) .

(101)

The variables used to discriminate hadronic top signal
from QCD multijet background can be distinguished into
five categories, taken from the equivalent DØ Run-I analy-
sis [338]:

(i) Energy scale: QCD background tends to have an
overall lower transverse energy distribution, jets are
less energetic and the total invariant mass of the
events is smaller than in tt̄ events. Even though the
average jet energy is smaller in QCD events, the lead-
ing jets tend to be more energetic in QCD than in tt̄
events. The variables used here areHT, the scalar sum
of all jet PT’s and

√
s, the invariant mass of the event.

(ii) Soft non-leading jets: As the QCD background
mainly consists of hard 2-jet processes with extra soft
gluon jets, the additional jets are expected to be softer
in QCD background than in tt̄ signal. The variables
used are H3jT , the scalar sum of all jet pT’s except the
leading two,ET4,5 , the geometricmean of the fifth and
sixth jet, and 〈Njet〉, the pT weighted jet multiplicity.

(iii) Event shape: These quantities describe the be-
haviour of the angles and sizes of jets in the event
as a whole. Top events have a different shape than
QCD background. The jets are almost spherically dis-
tributed in top events, while QCD events usually have

Fig. 76. Left: Distribution of
H
3j
T for tagged data events
(points), the predicted back-
ground in those tagged events
(grey shaded band), and the
hadronic tt̄ signal Monte Carlo
(histogram). Right: Neural
network 2 output distribu-
tion for tagged data, expected
background, and expected
signal +background

a more back-to-back jet distribution. The difference
between signal and background is quantified by using
aplanarity and sphericity [328].

(iv) Rapidity distribution: These quantities are used
to identify where the set of jets in the event was ob-
served in the detector. Because of their typical hard
scatter origin, the jets in QCD background events are
expected to be more back-to-back than top signal,
while QCD events are also more likely to be boosted
in the direction of the beam-line. This has a conse-
quence that not all the jets in the event are expected
to be central. The centrality, the ratio of the total
transverse energy over the total energy in the event,
and 〈η2〉, the pT weighted jet variance from η = 0 are
used.

(v) Typical top properties: The second neural network
(NN2) is trained on properties which are typical for
the top event structure, like the presence ofW -bosons
and b-quarks. The variables used are the W and top
mass likelihoodsMWW andMtt̄, and the minimal di-

jet massesM1,2min andM
3,4
min.

As an example, the H3jT distribution is shown in Fig. 76
(left) for tagged data events, along with the predicted
background in those tagged events, and the hadronic tt̄
signal Monte Carlo. The other variables have similar sepa-
ration power. The known correlations of all the above listed
kinematic variables is exploited for optimal discrimination
between signal and background by using artificial neural
networks (ANN).
Here, feed-forward neural networks (NNs) are trained

by back propagation as implemented in JETNET [305].
All NNs have one output node and one middle layer with
a number of nodes twice the number of the input layers.
The NNs are trained on a small, randomly chosen frac-
tion (2500 events, ≈ 1%) of the total background sample
and the same number of simulated tt̄ Monte Carlo events.
Tagged data events are not used in the training of the NNs.
However, the probability that an event is tagged, is used
to select events for the random sample. Events with high
tagging probability are more likely to be used for neural
network training, so that the background training sample
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contains taggable jets that are similar to the tagged events
in the final data sample.
The kinematic variables described above are combined

into a chain of neural networks:

– NN0 : This neural network is used for rejection of ob-
vious background. Events with an NN0 discriminant
smaller than 0.05 are rejected. NN0 usesHT,

√
s, H3jT ,

〈Njets〉, sphericity, aplanarity, and centrality.NN0 does
not have a major influence on the signal, but does reject
a significant fraction of the background.
– NN1 : The next neural network, NN1, includes the
same variables as NN0, with additional information
from ET4,5 and 〈η

2〉. As this neural network is trained
only on events that pass the NN0> 0.05 cut, it is a lot
more sensitive to the difference between top-like back-
ground and hadronic tt̄ signal. No cut is imposed on
NN1, but it is used as input to the final neural network.
– NN2 : The final neural network, NN2, combines the
information from NN1 with variables which are sen-
sitive to high-mass objects in the event, or to the tt̄
hypothesis. The input variables for NN2 are NN1,
MWW ,Mtt̄,M

1,2
min andM

3,4
min.

Figure 76 (right) shows the resulting NN2 output distri-
bution for the expected background, signal+background
and the actual observed tagged data distribution. The op-
timal NN2 cut, minimising the expected statistical error
in tt̄ Monte Carlo, has been found to be NN2 > 0.75.
The resulting selection efficiency for hadronic tt̄ events is
εall-jets = 0.058±0.001 (stat.), with an additional marginal
efficiency to top events in the lepton+ jets channel of
εlepton+jets = 0.0018± 0.0001 (stat.). They are combined,
according to the expected branching ratios (0.4619 for the
all-jets and 0.4355 for the lepton+ jets channels) and yield
a final signal efficiency of

ε ·BR= 0.0275±0.0003 (stat.)+0.0086−0.0079 (syst.) .
(102)

The systematic uncertainties, dominated by jet energy
calibration and top quark mass, are summarised
in Table 28.
The number of observed events is Nobserved = 220 with

an expected background of N expectedbackground = 186± 5(stat.).
Note that the statistical error is so small because the back-
ground events are estimated from more than 186 events,
weighted with TRFs. This preliminary tt̄ production cross
section measurement yields

σtt̄ = 7.7
+3.4
−3.3 (stat.)

+4.7
−3.8 (syst.)±0.5 (lumi.) pb ,

(103)

formtop = 175GeV/c
2.

Using 350 pb−1 of data, DØ has updated this prelim-
inary analysis [339]. This analysis is very similar to the
previous one, just described. One of the main modifications
in this update is, that events are selected that have at least
one b-tagged jet, so double-tagged events are now also in-
cluded. The average probability to have at least one jet
b-tagged by the SVT algorithm in a signal tt̄ event is 61%.
The background is estimated using the same technique of

Table 28. Systematic uncertainties on σtt̄ (pb)

Signal source ∆ε (%)

Vertex reconstruction −1.0 +1.0
Jet identification −9.8 –
Jet energy calibration −28.3 +28.1
Jet energy resolution −0.6 +0.2
Top quark mass ±5 GeV/c2 −7.6 +5.9
Trigger −4.0 +4.0
SVT parameterisation −4.1 +3.6

Total −31.1 +31.2

Background source ∆Nexpectedbackground (%)

Statistical error on TRFs ±3.6
Background modelling (TRFs) ±6.6

Total ±7.5

parameterised tag rate functions. In an additional selection
requirement, multijet background originating from gluon
splitting to heavy quark pairs is removed by demanding
that the distance ∆R=

√
∆φ2+∆η2 between two tagged

jets is larger than 1.5. This requirement is necessary since
the per-jet TRFs do not provide an adequate description of
the correlations existing in bb̄ production.
The other substantial modification in the analysis is the

choice of ‘only’ six instead of the original twelve kinematic
variables, which are now combined into ‘only’ one instead
of the previous three artificial neural networks. These six
kinematic variables are chosen:

– HT, the scalar sum of the pT of the four leading jets,
– AplanarityA, a linear combination of the eigenvalues of
a normalised momentum tensor,
– ET5,6 , the geometric mean of the transverse energies of
the fifth and sixth jet in the event,
– 〈η2〉, the weighted root-mean-square (RMS) of the η of
the six leading jets in the event,
– M3,4min, the second-smallest dijet mass in the event,
– the mass likelihoodM, a χ2-like variable

M=
(MW1 −MW )

2

σ2W
+
(MW2 −MW )

2

σ2W

+
(Mt1−Mt2)

2

σ2t
, (104)

where mW = 83GeV and σW = 13GeV are the ex-
pected central value and standard deviation of the
W -boson mass peak, respectively, obtained from tt̄ all
hadronic Monte Carlo along with the resolution of the
top quark mass, σt = 22GeV.M is calculated for each
possible assignment of jets to the W ’s and b-quarks,
while only the permutation with the smallestM is used
in this analysis.

The choice of variables is made such that variables that
are known to be highly dependent on the jet energy calibra-
tion are avoided. These six variables are combined into one
neural network called NNall. Figure 77 shows the output
distribution of NNall for tagged data, the expected back-
ground and tt̄ to all hadrons signal.
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Table 29. Systematic uncertainties on σtt̄ (pb)

Source ∆σtt̄ (pb)

Jet energy calibration +1.12 −0.73
Jet identification +0.68 −0.42
Trigger +0.27 −0.05
Background prediction +0.52 −0.50
tt̄ tagging probability +0.34 −0.29

Total +1.48 −1.02

Fig. 77. Left: Output distri-
bution of NNall for tagged
data (points), the expected
background (grey band) and
tt̄ to all hadrons signal (his-
togram). Right: Same distri-
bution, zoomed into the high
discriminant region. The last
four bins include the data
with NNall > 0.9

Fig. 78. Summary of all tt̄
production cross section meas-
urements from the TEVA-
TRON in Run II at

√
s =

1.96 TeV. The symbols indi-
cate published (•) and pre-
liminary (◦) CDF results, and
published (�) and prelimi-
nary (�) DØ results. Pre-
liminary combined cross sec-
tion results are shown as open
stars. The inner error bars
represent statistical errors,
the outer error bars the total
errors including uncertainties
from systematics and the lu-
minosity measurement.
The vertical grey shaded
areas indicate the Standard
Model expectation of σtt̄ =
6.7+0.7−0.9 pb [114] and σtt̄ =
6.8±0.6 pb [116, 118, 119]

The output of the neural network is used to select the
sample enriched in tt̄ signal by applying the cut NNall >
0.9, which is optimised to minimise the fractional statisti-
cal error of the cross section measurement. After this cut,
Nobs = 541eventsareobservedwithapredictedbackground
ofNTRF = 494.The tt̄ production cross section is given by

σtt̄ =
Nobs−NTRF

εtt̄L
(
1− εTRFεb-tag

) , (105)
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where
(
1− εTRF

εb-tag

)
is the correction factor to account for

the bias introduced by using the entire selected sample,
which includes tt̄, to predict the number of background
events. Table 29 summarises the systematic uncertainties
in this analysis.
This updated preliminary tt̄ production cross section

measurement yields formtop = 175GeV/c
2,

σtt̄ = 5.2
+2.6
−2.5 (stat.)

+1.5
−1.0 (syst.)±0.3 (lumi.) pb . (106)

Table 30. Cross section for tt̄ production in pp̄ collisions at
√
s = 1.96 TeV from DØ and CDF (both for mt = 175 GeV/c

2),
and theory. Also shown are the final Run I measured values at

√
s = 1.8 TeV from DØ (mt = 172.1 GeV/c

2) and CDF (mt =
175 GeV/c2). The first set of errors are the statistical uncertainties, the second set are the systematic uncertainties including the
luminosity uncertainty

σtt(pb) Source Lumi (pb−1) Ref. Method

7.0+2.4−2.1
+1.6
−1.2 CDF Run II 197 [302] ��

8.6+2.5−2.4
+1.1
−1.1 CDF Run II 184 [303] �� (MET, Nr. jets)

6.6+1.1−1.1
+1.5
−1.5 CDF Run II 194 [304] �+jets/kinematics

6.0+0.8−0.8
+1.0
−1.0 CDF Run II 347 [306] �+jets/kinematics (update)

5.6+1.2−1.1
+0.9
−0.6 CDF Run II 162 [307] �+jets/vtx b-tag

8.9+0.9−0.9
+1.2
−0.9 CDF Run II 318 [308] �+jets/vtx b-tag (update)

8.9+0.9−0.9
+1.2
−0.9 CDF Run II 318 [308] �+jets/loose vtx b-tag

6.0+1.5−1.6
+1.2
−1.3 CDF Run II 162 [309] �+jets/kin+vtx b-tag

6.1+1.2−1.2
+1.4
−1.0 CDF Run II 311 [310] �+jets/MET+vtx b-tag

5.3+3.3−3.3
+1.3
−1.0 CDF Run II 194 [311] �+jets/soft µ b-tag

5.7+1.3−1.2
+1.3
−1.3 CDF Run II 162 [312] �+jets/jet prob. b-tag

7.8+2.5−2.5
+4.7
−2.3 CDF Run II 165 [313] all-jets/b-tag

6.0+0.9−0.9
+0.8
−0.8 CDF Run II 200 [317] combined

7.1+0.6−0.6
+0.8
−0.8 CDF Run II 347 [317] combined

8.6+3.2−2.7
+1.3
−1.3 DØ Run II 230 [318] ��

8.6+2.3−2.0
+1.3
−1.2 DØ Run II 370 [321] �� (update)

6.7+1.4−1.3
+1.6
−1.2 DØ Run II 230 [322] �+jets/kinematics

8.6+1.2−1.1
+1.3
−1.2 DØ Run II 230 [330] �+jets/vtx b-tag

8.1+0.9−0.9
+1.0
−0.9 DØ Run II 365 [333] �+jets/vtx b-tag (update)

7.9+1.4−1.3
+1.0
−0.9 DØ Run II 230 [334] �+jets/0-2 b-tags

11.1+5.8−4.3
+1.6
−1.6 DØ Run II 230 [335] ��/vtx b-tags

7.7+3.4−3.3
+4.7
−3.8 DØ Run II 162 [337] all-jets/vtx b-tags

5.2+2.6−2.5
+1.5
−1.0 DØ Run II 350 [339] all-jets/vtx b-tags (update)

7.1+1.2−1.2
+1.5
−1.2 DØ Run II 230 [329] ��+ l+jets/(kine. comb.)

6.7+0.7−0.9 Theory (
√
s= 1.96 TeV) [114] mt = 175 GeV/c

2

6.8+0.6−0.6 Theory (
√
s= 1.96 TeV) [116, 118, 119] mt = 175 GeV/c

2

6.5+1.7−1.4 CDF Run I 105 [293] all combined

5.7±1.6 DØ Run I 110 [338, 340, 341] all combined

4.5−5.7 Theory (
√
s= 1.8 TeV) [113, 114, 116, 117] mt = 175 GeV/c

2

5.2−6.2 Theory (
√
s= 1.8 TeV) [113, 114, 116, 117] mt = 172.1 GeV/c

2

4.4 Summary of cross section measurements

The results of the CDF and DØ measurements of the tt̄
production cross section are summarised in Table 30 and
shown in Figs. 78 and 79. All Run-II results are quoted
for an assumed mtop = 175GeV/c

2, where the individ-
ual results also quote the top-quark mass dependence
of the measured cross section (CDF) or include the un-
certainty of the measured tt̄ production cross section on
the top quark mass, varied by ±4.1GeV, in the quoted
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Fig. 79. Summary of tt̄ production cross section measure-
ments as a function of the centre-of-mass energy

√
s from

the TEVATRON in Run I (full symbols,
√
s = 1.8 TeV) and

Run-II (open symbols,
√
s = 1.96 TeV). The Run-II point for

CDF is a summary of all measurements with up to 347 pb−1,
for DØ it includes only the topological/kinematical meas-
urement in the dilepton and lepton+ jets channels with up
to 230 pb−1. The inner error bars represent statistical er-
rors, the outer error bars the total uncertainties, adding in
quadrature, the statistical, systematic and luminosity uncer-
tainties. The grey shaded areas indicate the Standard Model
expectation of σtt̄ as a function of

√
s, as calculated in [114]

and [116, 118, 119]

systematic uncertainties. For completeness, Table 30 also
includes the combined tt̄ production cross section meas-
urements by CDF [293], DØ [338, 340, 341]. Cross sec-
tion combinations in Run-II are very involved due to
the large number of measurements in the various chan-
nels and the need for detailed understanding of their
error correlations. First combinations of selected cross
section measurements have been performed by CDF and
DØ. Further studies by the Tevatron Electroweak Work-
ing Group towards a combined tt̄ production cross sec-
tion at Run II are ongoing and expected to be released
in the coming months. Already now, individual meas-
urements achieve a level of ∼ 17% in total precision,
while the uncertainty of the theoretical calculations is
presently approximately 15%. The numerous cross sec-
tion measurements are consistent between the different
channels, between the two experiments, and between the
experiments and the theory. Future analyses with the
upcoming integrated luminosity of 1 fb−1 or more are
expected to reach the level of ≈ 10% or better in preci-
sion. Their combination will allow a detailed test of the
tt̄ production rate, the perturbative QCD calculations,
and the comparison of the production rate times the top
quark decay branching ratio in the different decay chan-
nels, implicitly testing for additional production mechan-
isms, or, in general, the presence of physics beyond the
Standard Model.

5 Search for single top quark production

5.1 Introduction

In pp̄ collisions at 1.96 TeV, top quarks are predomin-
antly produced in pairs via strong interaction processes.
Within the Standard Model (SM), top quarks are also
expected to be produced singly by the electroweak in-
teraction involving a Wtb vertex [144, 162, 170, 342]. Cal-
culations of fully-differential NLO single-top quark cross
sections have been performed in [148–151] and, includ-
ing NLO top quark decay, in [152–156]. The measurement
of the single-top cross section is particularly interesting
as the production cross section is proportional to |Vtb|2,
where Vtb is the Cabibbo–Kobayashi–Maskawa (CKM)
matrix element which relates top and bottom quarks. As-
suming three quark generations, the unitarity of the CKM
matrix implies that |Vtb| is close to unity [167]. Further-
more, studying single top production provides information
on the top quark polarisation, and will probe possible
new physics in the top quark sector. In addition, the
measurement of the single-top quark production cross sec-
tion allows the determination of the density of (massless)
b-quarks in the proton, which is important for some top
and Higgs-boson production processes18. At the TEVA-
TRON, the two relevant production modes are the t- [142]
and the s-channel exchange [146] of a virtual W -boson.
The most recent calculations at next-to-leading order
(NLO) in the strong coupling [149, 152, 154, 155, 161], as-
suming |Vtb|= 1, predict cross sections of (1.98±0.30) pb
for the t-channel and (0.88± 0.14) pb for the s-channel
mode formtop = 175GeV/c

2 at
√
s= 1.96 TeV [161]. Using

these predictions, a measurement of the single-top cross
section will allow for a direct determination of |Vtb|. Single-
top searches test also exotic models which predict an
anomalously altered single-top production rate [343–350].
Moreover, single-top quark processes result in the same
final state as the Standard Model Higgs boson process
WH→ 
νbb̄ and therefore impact on searches for the Higgs
boson at the TEVATRON [351].
The experimental signature of single-top events con-

sists of the W decay products plus two of three jets, in-
cluding one b-quark jet from the decay of the top quark.
In the s-channel events, a second b-quark jet from theWtb
vertex is expected. In the t-channel events, a second jet
originates from the recoiling light-quark and a third jet is
produced through the splitting of the initial-state gluon
into a bb̄ pair. Mostly, this third jet escapes detection, since
it is produced in the high pseudorapidity (η) region and at
low transverse energy ET.
Results of searches for single-top quark production at√
s = 1.8 TeV (Run-I) can be found in [352–355]. At the
95% CL, the DØ limit of the s-channel cross section is
17 pb, and the CDF limit is 18 pb. At 95% CL, the limit
of the t-channel production cross section is 22 pb from DØ

18 The measurement of the Zb/Zq ratio provides similar sen-
sitivity to the density of massless b-quarks at high Q2 scales in
the proton, while the measurement of F b2 at HERA tests the
dynamics of massive b-quarks at low Q2 in the proton.
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and 13 pb from CDF. CDF places a 95% CL upper limit on
the combined s+ t channel cross section at 24 pb. In this
section, the published or preliminary Run-II analyses, util-
ising larger data sets, are discussed.

5.2 CDF analysis

CDF has performed a search for single-top quark produc-
tion via the electroweak interaction in 162 pb−1 of Run-
II data [356]. This publication includes two analyses: (1)
a combined search for the t-channel plus s-channel single-
top signal, (2) a separate search, where the rates for the
two single-top processes are measured individually. The
event selection of the two analyses resembles closely the
one used in the CDF measurement of the tt̄ cross section
(see Sect. 4.2.3, [307]). In order to suppress QCD multi-
jet background, only W → µνµ and W → eνe candidates
are selected. Jets are counted with transverse energy ET ≥
15 GeV and |η| ≤ 2.8. OnlyW +2 jets events are accepted,
where at least one of the jets must be identified as b-
jets, using the SecVtx algorithm (Sect. 3.3.7). For opti-
mised sensitivity, a cut on the invariant mass M�νb of the
charged lepton, the neutrino and the b-tagged jet is ap-
plied: 140 GeV/c2 ≤M�νb ≤ 210GeV/c2. Here, the trans-
verse momentum of the neutrino is set equal to the miss-
ing transverse energy vector �ET; pz(ν) is obtained up to
a 2-fold ambiguity from the constraint M�ν =MW . From
the two solutions, the one with the lower |pz(ν)| is cho-
sen. For the separate search, the sample is subdivided
into events with exactly one b-tagged jet or exactly two
b-tagged jets. For the 1-tag sample, at least one of the
jets is required to have ET ≥ 30 GeV. The total event
detection efficiency εevt is determined from Monte Carlo
events generated by MADEVENT [236, 237], followed by
PYTHIA [223]. MADEVENT features the correct spin po-
larisation of the top quark and its decay products. For
t-channel single-top production, two samples are gener-
ated, one b+ q→ t+ q′ and one g+ q→ t+ b̄+ q′ which are
merged together to reproduce the pT spectrum of the b̄ as
expected from NLO differential cross section calculations,
yielding an improved model compared to PYTHIA.
There are two background components: tt̄ and non-

top background. The tt̄ background is estimated based
on Monte Carlo events generated with PYTHIA and nor-
malised to the theoretical cross section σtt̄ = 6.7

+0.7
−0.9 pb

−1

[113, 114]. The primary source (62%) of the non-top back-
ground is theW +heavy flavour process, where the flavour
fractions are extracted fromALPGEN [224] and normalised
to data. Additional sources are ‘mistags’ (25%), ‘non-W ’
(10%), e.g. direct bb̄ production are both estimated from
data. The diboson (WW ,WZ, ZZ) production (3%) is es-
timated fromPYTHIAevents normalised to the theory pre-
dictions [247]. Having applied all selection cuts, 42 events
are observed in the combined search, 33 events in the 1-tag
sample and six events in the 2-tag sample.
To extract the signal content in data, a maximum like-

lihood technique is used. t- and s-channel events are sepa-
rated by using the Q ·η distribution which exhibits a dis-
tinct asymmetry for t-channel events.Q is the charge of the

lepton and η is the pseudorapidity of the untagged jet. The
separate search defines a joint likelihood function for the
Q ·η distribution in the 1-tag sample and for the number of
events in the 2-tag sample.

Lsig(σ1, . . . σ4; δ1, . . . , δ7) =
e−µdµ

nd
d

nd!

Nbin∏
k=11

e−µkµ
nk
k

nk!

×
4∏
j=1
j �=sig

G(σj ;σSM,j ,∆j)

×
7∏
i=1

G(δ; 0, 1) . (107)

Four processes are considered and labelled by the index j:
t-channel (j = 1), s-channel (j = 2), tt̄ (j = 3), and non-
top (j = 4). The corresponding cross sections are denoted
σj . The background cross sections are constrained to their
Standard Model prediction σSM,j by Gaussian priors of
width σj . The index “sig” denotes the signal process, which
is s- or t-channel, respectively. The µk are the mean num-
ber of events in bin k of theQ ·η histogram (Nbin ≡ number
of bins), while µd is the mean number of events observed in
data, respectively.
Seven sources of systematic uncertainties are consid-

ered in the likelihood. The relative strength of a systematic
effect due to source i is parameterised by the variable δi.
Systematic effects change the acceptance and influence the
shape of the Q ·η distribution. When calculating µk/d, the
systematic shifts in the acceptance (Table 31) and in the
shape of the template histograms, and their full correla-
tions are taken into account. All variables except the signal
cross section σsig are constrained to their expected values
by Gaussian functions G(x;x0,∆x) of mean x0 and width
∆x. The largest uncertainties are on the b-tagging effi-
ciency (7%), luminosity (6%), top quark mass (4%), and
the jet energy scale (JES) (4%).
Tomeasure thecombined t- pluss-channel signal indata,

a kinematic variable is used whose distribution is very simi-
lar for the two single-top processes, but is different from
backgroundprocesses:HT,which is the scalar sumof �ET and
the transverse energies of the lepton and all jets in the event.
A likelihood function similar to that in the separate search is

Table 31. Fractional changes in εevt of single-top processes in
%. εtrig is the trigger efficiency, εID the lepton identification
efficiency

i Source t-channel s-channel Combined

1 JES +2.4
−6.7

+0.4
−3.1

+0.1
−4.3

2 ISR ±1.0 ±0.6 ±1.0
3 FSR ±2.2 ±5.3 ±2.6
4 PDF ±4.4 ±2.5 ±3.8
5 MC (TopRex [241]) ±5.0 ±2.0 ±3.0
6 mtop

+0.7
−6.9 −2.3 −4.4

7 εtrig, εID, lumi ±9.8 ±9.8 ±9.8
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Fig. 80. HT distribution for data (42 events) in the combined
search compared to the smooth Monte Carlo predictions for sig-
nal and background

Table 32. Upper limits at the 95% CL and most probable
value (MPV) of single-top cross sections in pb

t-channel s-channel Combined

expected limit 11.2 12.1 13.6
observed limit 10.1 13.6 17.8

MPV ± HPD 0.0+4.7−0.0 4.6+3.8
3.8

7.7+5.1−4.9

used. Figure 80 shows theHT distribution observed in data
compared to the StandardModel prediction.
Monte Carlo pseudo-experiments are performed to es-

timate the a priori sensitivity assuming Standard Model
signal cross sections. Integrating out all variables except
σsig, the marginalised likelihood L∗sig(σsig) is constructed.
L∗sig is interpreted as a posterior probability density func-
tion p(σsig). The 95% CL upper limit is calculated using
a Bayesian method assuming a prior probability density,
which is 0 if σsig < 0 and 1 if σsig ≥ 0. The median and the
expected upper limits define the sensitivity and are sum-
marised in Table 32. The most probable value (MPV) and
highest posterior density (HPD) intervals [167] in CDF II
data are also shown in Table 32.

5.3 DØ Analyses

5.3.1 Analysis of 230 pb−1 of Run-II data

DØ has performed a search for single-top quark production
in the s- and t-channel, using 230 pb−1 of Run-II data [357,
358]. Signal-like events are selected and the data are sep-
arated into independent analysis sets based on final state
lepton flavour (electron or muon) and b-tag multiplicity
(= 1 and ≥ 2 tags), where b-quark jets are tagged using re-

constructed displaced vertices in the jets. The independent
analysis sets are combined in the final statistical analysis.
Three methods are applied: a cut-based selection, and two
multivariate analyses using neural networks and decision
trees to separate the signals from the large backgrounds.
Binned likelihood fits are performed on the neural network
and decision tree outputs to obtain cross section limits.
In general the event selection follows that of the tt̄

cross section measurement with b-tagging, but uses slightly
softer selection criteria. Isolated electrons (muons) are re-
quired to have ET > 15 GeV and |ηdet|< 1.1 (pT > 15 GeV
and |ηdet|< 2.0), missingET is required to be �ET > 15 GeV
and the events must have between two or four jets with
leading jet ET > 25 GeV and |ηdet| < 2.5, where the ad-
ditional jets must have ET > 15 GeV and |ηdet| < 3.4. At
least one jet is required to have a secondary vertex b-tag.
s-channel and t-channel are separated by requiring at least
one non b-tagged jet in the t-channel analysis.
The event selection acceptance for s- and t-channel sin-

gle top production is estimated using events generated by
the COMPHEPmatrix element event generator [235]. The
W +jets background is estimated using ALPGEN [224]
Monte Carlo events, normalised to the data sample be-
fore requiring a b-tagged jet. The fraction of W +heavy
flavour events is found using the MCFM program [221,
242]. Due to the normalisation procedure, also the Z+
jets background is included in the estimate. The dibo-
son (WW and WZ) background is estimated using ALP-
GEN [224] Monte Carlo events normalised to the NLO
cross section computed with MCFM. The tt̄ background is
estimated using Monte Carlo events generated with ALP-
GEN, normalised to the theoretical (N)NLO cross section
σtt̄ = 6.7±1.2 pb [117] and PYTHIA [223]. The misiden-
tified lepton background is estimated using multijet data
samples as described in the tt̄ cross section analysis. The
acceptance for signal events with at least one b-tagged jet is
2.7±0.2% and 1.9±0.2% for the s-channel and t-channel,
respectively.
All three analysis methods start from the same set of

discriminating variables, which fall into three categories:
individual object kinematics, global event kinematics, and
variables based on angular correlations. These variables
are selected based on an analysis of Feynman diagrams of
signals and backgrounds [359] and on a study of single top
quark production at NLO [154]. The full list of the 25 vari-
ables used can be found in [357, 358].
After event selection, neural networks are used to im-

prove the signal-to-background separation. The networks
are composed of three layers (input, hidden, output). For
training and testing the MLPFit Package [360] is used.
Testing and training event sets are created by dividing
signal and background Monte Carlo samples. Based on
studies to optimise the expected limits on the single top
quark cross sections, two networks are found to be most ef-
fective in each channel. These networks correspond to the
dominant backgrounds: W + bb̄ and tt̄→ 
+ jets. There-
fore, eight separate neural networks are used correspond-
ing to the combinations of signal-background pairs (s- and
t-channels,W + bb̄ and tt̄, and the lepton flavours electron
and muon). The input variables to each network are se-
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Fig. 81.Comparison of back-
ground, signal, and data for
the neural network outputs,
for the electron and muon
channels combined, requiring
at least one b-tag. The up-
per row shows the tt̄ outputs,
the lower row the Wbb̄ out-
puts. The left column shows
the s-channel outputs and the
right column the t-channel
outputs. Signals are multi-
plied by 10 for readability

lected by training with different combinations of variables
and choosing the combination that produces the minimum
testing errors.
The performance of the neural networks is illustrated

in Fig. 81, where the output of the eight neural networks,
combined for the electron and muon channel, is displayed
for the corresponding signal-background pairs used in the
training. Shown is also the comparison between data and
the expected backgrounds and signals.
DØ has also used decision trees to evaluate the proba-

bility that a given event is a signal event. A decision tree
is a binary tree with a simple selection cut implemented at
each node [361]. Each event follows a unique path through
the tree until it ends in one of the leaves. Each of these
leaves is represented by a purity value, which is the ratio
of signal and background events from the training samples
that end up in this particular leaf. The distribution of pu-
rity values determines the decision tree output. The tree
is trained using a procedure similar to the optimisation of
a neural network. The same input variables and the same
number of decision trees is used as in the neural network
analysis. The decision trees separate signal and tt̄ back-
grounds efficiently, but give less separation for W +jets,
especially in the s-channel.
In parallel to the multivariate techniques like neural

networks and decision trees, a set of sequential cuts on the
25 considered variables is also performed. First, each vari-
able is rated according to the best expected limit that an
optimal cut on that single variable would achieve for each
channel. The method used to choose the optimal cut point
uses the signal events to seed the cut values and minimises
the expected limit. Then, once each channel has the most

effective variables identified, they are combined (ANDed)
in order, and for each subset the optimal cut values are re-
calculated. The set of variables and their optimised cuts
that yields the lowest expected limit is then chosen for that
particular channel.
The systematic uncertainties, summarised in Table 33,

are evaluated for the Monte Carlo signal and background
samples, separately for electrons and muons and for each
b-tag multiplicity. The total uncertainty for the signal ac-
ceptance for single-tag events is 13% for the s-channel
and 15% for the t-channel, and for double-tagged events
it is 24% for the s-channel and 28% for the t-channel.

Table 33. Range of systematic uncertainty values for the vari-
ous Monte Carlo signal and background samples in the different
analysis channels

Source of Uncertainty
systematic uncertainty range (%)

Signal and background acceptance
b-tag modelling 5–20
jet energy calibration 1–15
trigger modelling 2–7
jet fragmentation 5–7
jet identification 1–13
lepton identification 4

background normalisation
theory cross sections 2–18
W +jets flavour composition 5–16

Luminosity 6.5
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Table 34. Expected and observed 95% CL cross section lim-
its for the single top production in the s- and t-channel for the
three different analyses

Analysis σ95s (pb) σ95t (pb)
expect. observed expect. observed

cut-based 9.8 10.6 12.4 11.3
decision tree 4.5 8.3 6.4 8.1
neural network 4.5 6.4 5.8 5.0

Fig. 82. Exclusion contours at 68%, 90% and 95% confidence
level on the posterior density distribution as a function of both
the s-channel and t-channel cross sections in the neural net-
work analysis. The s-channel cross section is obtained from the
tb muon data only and the t-channel cross section from tqb
electron channel data only, such that the two likelihoods are
independent. Several representative non-standard model con-
tributions from [343] are also shown

The total uncertainty on the background is 10% for the
single-tagged samples and 26% for the double-tagged
samples.
The observed data are consistent with the background

predictions for the three analysis methods and all eight
analysis channels within uncertainties. Therefore, upper
limits on the s-channel and t-channel production cross sec-
tions are set using a Bayesian approach. For the cut-based
analysis, the inputs to the limit calculation are the inte-
grated luminosity and the predicted and observed yields.
For the neural network and decision tree analyses, the
two-dimensional distributions of the Wbb̄ versus tt̄ filter
outputs are used. A Poisson distribution for the observed
counts, and a flat prior probability for the signal cross sec-
tion are assumed. The priors for the signal acceptance and
the background yields are multivariate Gaussians centred
on their estimates and described by a covariance uncer-
tainty matrix, taking into account correlations across dif-
ferent sources and bins.
The single-tagged and double-tagged, as well as the

electron and muon channels, are combined in order to ob-
tain better sensitivity to the single top cross sections. The

expected and observed cross section limits are summarised
in Table 34. The improvement in limits from the cut-based
analysis to the neural network and decision tree analyses
comes from both, the use of multivariate techniques that
take into account correlations in the data, and from the
binned likelihood fits, which add shape information from
the distributions.
The 95% CL upper limits on the single-top produc-

tion cross section are also close to the region of sensi-
tivity to models of physics beyond the Standard Model,
such as a fourth quark generation with large |Vts|, or
a flavour-changing neutral current vertex [343], as shown
in Fig. 82.

5.3.2 Analysis of 370 pb−1 of Run-II data

DØ has performed an updated, preliminary search for sin-
gle top quark production in 370 pb−1 of Run-II data, using
a likelihood discriminant method to separate signals and
backgrounds [362].
The event selection follows very closely that of the

230 pb−1 analysis. The selection efficiency and background
contamination is determined from Monte Carlo or data
control samples which are essentially identical to the ones
described in the 230 pb−1 analysis. The event selection re-
quires at least one b-tagged jet, where the jet lifetime prob-
ability (JLIP) algorithm (Sect. 3.3.7) is used. The dataset
is split into two orthogonal tagging schemes. The “single
tag” sample corresponds to events containing exactly one
tight and no extra loose b-tagged jets. The “double tag”
sample is associated to events with at least one tight and
another loose b-tagged jet.
After event selection, a final discriminating variable is

constructed in order to efficiently characterise the signal
type events and reject the background type ones. This like-
lihood variable is a robust statistical variable and is a more
efficient way for separating signal from background than
sequential cuts since a likelihood uses the entire shape of
the signal and background distributions to distinguish be-
tween them. The use of a likelihood method is adequate as
the sample size is reasonable and the distributions consist
of essentially uncorrelated variables.
The final discriminating variable L(x) is constructed

from a vector of measurements x:

L(x) =
Psignal(x)

Psignal(x)+Pbackground(x)
, (108)

where Psignal(x) and Pbackground(x) are the probabil-
ity density functions for the two categories of events.
The optimal event-classification scheme selects events
that have the largest values for the ratio of probabilities
Psignal(x)/Pbackground(x) to define a sample enriched in
signal events. Signal events tend to have a value of L close
to 1, background events have a value near 0.
The probability density functions Psignal(x) and

Pbackground(x) are determined from the product of Monte
Carlo one dimensional distributions of the input variables.
Therefore, potential correlations between variables are not
taken into account.



A. Quadt: Top quark physics at hadron colliders 915

Fig. 83. Electron and muon channels combined. Top: Data to Monte Carlo comparison for the tqb/tt̄ (left) and tqb/W +jets
(right) filters for single tagged events. Bottom: Data to Monte Carlo comparison for the tb/tt̄ (left) and tb/W +jets (right) filters
for double tagged events

Many sets of variables were tested to build the likeli-
hood discriminants, including transverse momenta, invari-
ant masses and angular variables combining the different
reconstructed objects (charged lepton, neutrino, jets). The
final set of variables is selected to be the one with opti-
mal discrimination of the likelihood variables. These vari-
ables are: (i) the transverse momentum of the leading,
(ii) second leading and, (iii) if it exists, the third leading
jet, (iv) the scalar sum of the missing transverse energy
and the transverse energy of the lepton, (v) the invariant
mass of the system of all jets, i.e. the four-vector sum of
all jets in the event, (vi) the transverse mass of the W -
boson, (vii) the invariant mass of the system of the W -
boson and the leading tagged jet, i.e. the reconstructed
top quark mass, (viii) the minimum angular separation
between all jets, (ix) the cosine of the angle between the
second leading jet and the charged lepton in the top rest
frame, (x) the sphericity of the event, (xi) the centrality
of the event, (xii) and finally, the Qη variable. Examples

of likelihood filter outputs for signal and background are
shown in Fig. 83.
Systematic uncertainties on the yields are evaluated

separately for electron and muon channels for each b-
tagged scheme. Sources of systematic uncertainties and
their percentage range are summarised in Tables 35 and 36
for Monte Carlo yields (tt̄, dibosons) and for yields nor-
malised to data (multijet andW +jets).
The number of observed events is consistent with

the background prediction for both muon and electron
channels and for all b-tagging schemes, within the total
uncertainties. Therefore, 95% CL upper limits are set
using a Bayesian approach. The two-dimensional distribu-
tions of the signal/W +jets likelihood discriminant versus
signal/tt̄ likelihood discriminant is used. A Poisson distri-
bution for the observed counts, and a flat prior probability
for the signal cross section are assumed. The priors for
the signal acceptance and the backgrounds are multivari-
ate Gaussians centred on their estimates and described
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Table 35. Averaged systematic uncertainties for Monte Carlo
estimated yields

Systematic uncertainties (%)

Luminosity 6.5
Cross section 2(WW )−18(tt̄)
Branching fraction 2
Primary vertex reconstr. 2
Electron identification 4
Muon identification 5
Jet identification 1–4
Jet energy scale 1–5
Jet energy resolution 1
Jet fragmentation 5
Trigger modelling 2–7
Single (double) b-tag model 6 (17)
Sample statistics 1

Table 36. Right: Average systematic uncertainties for data
normalised yields. The numbers for the double tagged sample
are given in parentheses

Systematic uncertainties (%)

Data normalisation 5–15
Single (double) b-tag
modelling forW +jets events 9 (15)
Sample statistics 3 (2–17)

Table 37. Expected and observed 95% CL cross section lim-
its for the single top production in the s- and t-channel for the
likelihood discriminant analysis

Analysis σ95s (pb) σ95t (pb)
expected observed expected observed

likelihood
discriminant 3.3 5.0 4.3 4.4

by a covariance error matrix taking into account corre-
lations across the different sources and bins. The four
orthogonal analysis channels (electron and muon, single
and double tag) are combined to enhance the sensitivity of
the analysis. The expected and observed cross section lim-
its are summarised in Table 37. Monte Carlo studies show
that this likelihood discriminant method and the previ-
ously described neural network analysis, applied to iden-
tical data sets, have very similar sensitivity, even though
the likelihood, in contrast to the neural network, does
not take correlations between variables into account. The
gain of the final limits comes mostly from the increased
luminosity.
Given the presently studied analysis techniques, 2 fb−1

or more of highest quality Run-II data are estimated to
be required for CDF and DØ to observe a first evidence
for electroweak single-top quark production, assuming the
production cross section of this process is consistent with
the theoretical calculations in the Standard Model.

6 Top quark interactions with Gauge bosons

6.1 Top quark spin correlation

DØ has studied the spin correlation in tt̄ production using
125 pb−1 of Run-I data at

√
s = 1.8 TeV [363]. At present

there is no such study using Run-II data.
For a top quark mass ofmt = 175GeV/c

2, the width of
the top quark in the Standard Model is Γt = 1.4 GeV [163,
364], while the typical hadronisation scale is ΛQCD ≈
0.22GeV [167]. The time scale needed for depolarisation of
the top quark spin is of the order mt/Λ

2
QCD� 1/Γt [365],

implying that the polarisation information should be
transmitted fully to the decay products of the top quark.
That is, the expected lifetime of the top quark is suffi-
ciently short to prevent long distance effects (e.g. frag-
mentation) from affecting the tt̄ spin configuration, which
are determined by the short distance dynamics of QCD at
production.
The observation of spin correlation in the decay prod-

ucts of tt̄ systems is interesting for several reasons. First,
it provides a probe of a quark that is almost free of con-
finement effects. Second, since the lifetime of the top quark
is proportional to the Kobayashi–Maskawa matrix elem-
ent |Vtb|2, an observation of spin correlation would yield
information about the lower limit on |Vtb|2, without assum-
ing that there are three generations of quark families [196].
Finally, many scenarios beyond the Standard Model [139,
164, 365–368] predict different production and decay dy-
namics of the top quark, any of which could affect the
observed spin correlation.
In the decay of a polarised top quark, charged leptons

or quarks of weak isospin − 12 are most sensitive to the
initial polarisation. Their angular distribution in the rest
frame of the top quark is given by (1+cos θ), where θ is
the angle between the polarisation direction and the line of
flight of the charged lepton or down-type quark. Because of
the experimental difficulties of identifying jets initiated by
a down-type quark, only top quark events in dilepton chan-
nels are considered. The advantages associated with these
channels are that: (1) objects sensitive to the polarisation
of the top quark are clearly identified, (2) background is
small compared to the lepton+jets channels, and (3) there
are fewer ambiguities associated with assigning objects ob-
served in the detector to their originating quarks. The dis-
advantages are that the number of events in the dilepton
channels is small, and that it is necessary to reconstruct
two neutrinos in an event whose combined transverse mo-
menta give rise to the observed transverse momentum im-
balance in the event.
The produced t and t̄ quarks are expected to be unpo-

larised. However, their spins are expected to have strong
correlation [196, 369] event by event and point along the
same axis in the tt̄ rest frame [193, 195]. In an optimised
spin quantisation basis called the “off-diagonal” basis, con-
tributions from opposite spin projections for top quark
pairs arising from qq̄ annihilations are suppressed at the
tree level and only like-spin configurations survive. This
spin quantisation basis can be specified using the velocity
β∗ and the scattering angle θ∗ of the top quark with respect
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to the centre-of-mass frame of the incoming partons. The
direction of the off-diagonal basis forms an angle ψ with
respect to the pp̄ beam axis that is given by [193, 195, 198]:

tanψ =
β∗2 sin θ∗ cos θ∗

1−β∗2 sin2 θ∗
. (109)

This particular choice of basis is optimal in the sense that
top quarks produced from qq̄ will have their spins fully
aligned along this basis. In the limit of top quark produc-
tion at rest (β∗ = 0), the t quark and t̄ quark will have their
spins pointing in the same direction along ψ = 0.
In tt̄→ dilepton events, defining θ+ as the angle be-

tween one of the charged leptons and the axis of quantisa-
tion in the rest frame of its parent top quark, and similarly
defining θ− for the other charged lepton, the spin correla-
tion can be expressed as [193, 195, 202]:

1

σ

d2σ

d(cos θ+)d(cos θ−)
=
1+κ cosθ+ cos θ−

4
, (110)

where the correlation coefficient κ19 describes the degree of
correlation present prior to imposition of selection criteria
of effects of detector resolutions. For tt̄ production at the
TEVATRON, the StandardModel predicts κ= 0.88. In the
off-diagonal basis, the correlation coefficient for qq̄→ tt̄ is
κ= 1.When gg→ tt̄ is included at

√
s= 1.8 TeV, the corre-

lation is reduced to κ= 0.88 (at
√
s= 1.96 TeV κ= 0.928 in

LO and κ= 0.777 in NLO [200]). The distribution is sym-
metric with respect to the exchange of θ+ and θ−, and it is
therefore not necessary to identify the electric charge of the
leptons. The physical meaning of κ in any spin quantisa-
tion basis corresponds to the fractional difference between
the number of events in which the top quark spins are
aligned and the number of events in which they have oppo-
site directions.
The DØ event selection follows very closely that of the

corresponding cross section analysis. The final sample con-
sists of three eµ events, two ee events, and one µµ event,
with expected backgrounds of 0.21±0.16, 0.47±0.09, and
0.73±0.25events, respectively. To study the distribution in
(cos θ+, cos θ−), the momenta of the two neutrinos must be
deduced. Theweighting scheme used is the neutrinoweight-
ing method (see the dilepton analyses in Sect. 7.1.1, [370]).
For each kinematic solution, one can then boost the de-
cay products into the rest frame of the original top quarks
and calculate the relevantdecay angles (cos θ+, cos θ−).The
event fitter returns many such solutions for an event, and
the goal is to deduce the original value of (cos θ+, cos θ−)
from the reconstructed distributions.
To maximise the physical information present in the

data, the full 2-dimensional phase space of (cos θ+, cos θ−)
is used in a 2-dimensional binned likelihood analysis. The
phase space is split into a 3× 3 grid, each side of which
spans 1/3 of the range of cos θ+, and cos θ−. The nine bins
are populated for data with weights (w1, . . . w9) from the

19 Note that the correlation coefficient κ in Sect. 2.4.4 is de-
fined with reversed sign convention to be in agreement with the
theoretical publications.

Fig. 84. Probability density for tt̄ events in the dilepton chan-
nels in (cos θ+, cos θ−) phase space. Top left: Monte Carlo
events with κ=−1. Top right: Monte Carlo events with κ= 1.
Bottom left: DØ data. Bottom right: the likelihood as a func-
tion of κ showing the 68% confidence limit of κ >−0.25. The
box area is proportional to the summed weights in the bin

event fitter, with the distribution of weights for each event
normalised to unity. Similar distributions are made for the
generated Monte Carlo events using different values of κ
for tt̄ signal and an appropriate admixture of background.
Comparisons of data with Monte Carlo, based on a likeli-
hood, are used to extract κ.
Figure 84 shows the result. The probability densities for

the Monte Carlo generator at κ=−1 and κ= 1 are shown
for comparison. From the dependence of the likelihood on
κ, a 68% confidence interval at κ>−0.25, based on the line
fit in Fig. 84, in agreement with the Standard Model pre-
diction of κ= 0.88.

6.2 Limits on BR(t→Wb)/BR(t→Wq) and |Vtb|

The Cabibbo–Kobayashi–Maskawa (CKM) matrix elem-
ent |Vtb| is indirectly constrained by the measurements of
other CKM matrix elements (|Vub| and |Vcb|), to the inter-
val 0.9990< |Vtb|< 0.9992 at 90% C.L. [167], based on the
assumption of the unitarity of the CKM matrix and three
quark generations. In this case the ratio of decay branch-
ing ratios R= B(t→Wb)/B(t→Wq), where q can be a b,
s or a d quark, can be expressed in terms of CKM matrix
elements:

R =
|Vtb|2

|Vtb|2+ |Vts|2+ |Vtd|2
= |Vtb|

2 . (111)
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In the framework of the Standard Model, the ratio R is
therefore constrained to be in the interval 0.9980−0.9984
at the 90% CL [167]. The non-unitarity of the CKM ma-
trix could for example arise from the existence of a fourth
quark generation and lead to a deviation of R from unity,
since the denominator in (111) would have to be modified
to include a fourth entry |VtX |.
R can be extracted from the relative rates of identified

b-quarks in tt̄ events. This is easily demonstrated under the
assumption that all b-type quarks in a tt̄ event are identifi-
able and uncorrelated, and no other quarks can be misiden-
tified as b-quarks. Then, if each of the two top quarks in
the event has a probability R to decay to a b-quark, and
there is an efficiency εb to identify (“tag”) the quark jet, the
efficiencies to detect zero, one or two b-jets in the event are

ε0 = (1−Rεb)
2 ,

ε1 = 2Rεb(1−Rεb) ,

ε2 = (Rεb)
2 , (112)

and therefore

Rεb =
2

ε1/ε2+2
=

1

2ε0/ε1+1
=

1√
ε0/ε2+1

, (113)

Rεb =
2

N1/N2+2
=

1

2N0/N1+1
=

1√
N0/N2+1

,

(114)

where Ni are the number of tt̄ events observed with i tags.
The naive assumptions are not true, but the equations il-
lustrate the principle of the measurement – any two tag-
ging rates determine Rεb, and three tagging rates overde-
termine Rεb. The ratios of tag rates can only determine
the product Rεb, as it is not possible to distinguish missing
tagged jets due to tagging inefficiency (εb < 1) frommissing
tagged jets due to the absence of b-quarks (R < 1). How-
ever,Rεb can be determined independently of the total rate
of tt̄ production (i.e. the cross section) or be determined
simultaneously with it, and it can be measured indepen-
dently of the decay mode of the W -boson produced in top
decay. εb can be estimated from tt̄ simulation, calibrated
with complimentary data samples, for use in extracting R.
The measurement requires three basic steps. After identi-
fying samples enriched in tt̄ events, the background level
in those events is estimated as a function of the num-
ber of b-tagged jets in the event. Then the expected tag
rates (and, implicitly, their ratios) in tt̄ events are pre-
dicted as a function of Rεb. Finally, the observed tt̄ tag
rates are compared to the expectations, yielding the most
likely value of Rεb, and allowing to set a lower limit on R.
Based on ∼ 162 pb−1 of data, CDF follows the above

detailed procedure and determines the ratio of branching
ratios R from the relative numbers of tt̄ events with dif-
ferent multiplicity of identified secondary vertices in the
lepton+ jets and the dilepton channels [371]. In both ana-
lyses, b-quark jets are identified (“tagged”) by identify-
ing displaced secondary vertices using the SECVTX al-
gorithm (see Sect. 3.3.7). The event selection and back-
ground determination are essentially equivalent to the ones

Table 38. Summary of observed number of events with i-tags
in the lepton+ jets and dilepton samples, with estimates of
nominal tt̄ event-tagging efficiencies, background levels and
expected event yields. The lepton+ jets 0-tag background is
measured with an ANN. The efficiency estimates and the 1-tag
and 2-tag lepton+ jets background estimates are given for
R= 1

Lepton+Jets 0-tag 1-tag 2-tag

Eff. (εi(R+1)) 0.45±0.03 0.43±0.02 0.12±0.02

Bgd (Nbgdi ) 62.4 ±9.0 4.2 ±0.7 0.2 ±0.1
Total exp. (Nexpi ) 80.4 ±5.2 21.5 ±4.1 5.0 ±1.4

Obs. (Nobsi ) 79 23 5

Dileptons 0-tag 1-tag 2-tag

Eff. (εi(R+1)) 0.47±0.03 0.43±0.02 0.10±0.02

Bgd (Nbgdi ) 2.0 ±0.6 0.2 ±0.1 < 0.01

Total exp. (Nexpi ) 6.1 ±0.4 4.0 ±0.2 0.9 ±0.2

Obs. (Nobsi ) 5 4 2

in the corresponding cross section analyses, described in
Sects. 4.2.1–4.2.3. In particular, in the 1-tag and 2-tag sub-
samples of the lepton+ jets sample, a priori estimates of
the background are made with a collection of data-driven
and simulation techniques. The background estimate re-
quires a small correction for R �= 1. The background esti-
mate for R = 1 in these subsamples is given in Table 38.
A novel feature of this measurement is the determination
of the 0-tag lepton+ jets event rate using event kinematics
and an artificial neural net (ANN) technique, similar to the
tt̄ cross section measurement in the lepton+ jets channel
described in Sect. 4.2.2. An optimal signal to background
discrimination is found with an ANN structure of nine in-
put variables, one intermediate layer with ten nodes, and
one output unit. The variables used are the transverse en-
ergies of the four leading jets, the minimum di-jet mass, the
di-jet transverse mass with value closest to the mass of the
W -boson, the scalar sum of the transverse energies of all
leptons and jets, the total longitudinal momentum divided
by the total transverse momentum, and the event apla-
narity. A binned maximum likelihood fit of the ANN out-
put distribution is performed for the fraction of tt̄ events
in the 0-tag subsample. Systematic uncertainties in the
ANN-determined backgrounds are dominated by the un-
derstanding of the jet energy calibration, the renormalisa-
tion and factorisation scale, and the shape of the QCD tem-
plate. They are strongly anti-correlated between the tt̄ and
W +jets measurements. The ANN-measured tt̄ content in
the lepton+ jets sample without b-tagging requirement is
found to be consistent with that in the earlier measure-
ment of Sect. 4.2.2. Repeating the procedure in the 1-tag
and 2-tag samples yields background estimates consistent
with the a priori estimates, where the latter are statisti-
cally more precise and used in this analysis. In the dilepton
channel, most of the jets in the background events arise
from generic QCD radiation. To determine the background
distribution across the i-tag subsamples, a parameterisa-
tion of the probability to tag a generic QCD jet, derived
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from jet-triggered data samples, is applied to the jets in the
dilepton sample, correcting for the enriched tt̄ content of
the sample. The resulting estimates are given in Table 38.
The tt̄ event tagging efficiency εi, defined as the proba-

bility to observe i-tags in a tt̄ event, depends on the fiducial
acceptances for jets that can potentially be tagged, and
the efficiencies to tag those jets. Those efficiencies in turn
depend on the species of the underlying quark in the jet.
The efficiency εi depends strongly on R, as R �= 1 implies
fewer b-jets available for tagging, and more light-quark jets
available instead. The jet acceptances and tagging efficien-
cies are used to parameterise εi(R). These quantities are
estimated with a sample of simulated tt̄ events from the
PYTHIA [223] generator and the CDF detector simula-
tion. The leading determiner of εi is the efficiency to tag
a b-jet from the decay t→Wb; εb = 0.44±0.04 for b-jets
falling within the fiducial acceptance and having at least
two tracks with silicon information. The εi values also
have small corrections from the efficiencies to tag jets from
W → cs hadronic decays and from additional QCD radi-
ation in tt̄ events. The nominal values of εi for R = 1 are
given in Table 38.
The expected event yield in each of the three tagged

subsets of each of the lepton+ jets and dilepton samples is

N expi =N tt̄incεi(R)+N
bkg
i , (115)

whereNbkgi is the number of background events in the i-tag
subsample and N tt̄inc is an estimate of the inclusive number
of tt̄ events in the sample, determined by

N tt̄inc =
∑
i

(Nobsi −Nbkgi ) , (116)

whereNobsi is theobservednumberof events ineachsubsam-
ple. In this construction, the measured value of R is inde-
pendent of any assumption of the overall rate of tt̄ produc-
tion, and is thus sensitive only to the relative numbers of tt̄
eventswith i tags.The full likelihood isaproductof indepen-
dent likelihoods for the lepton+ jets and dilepton samples.
Each likelihood is a product of Poisson functions comparing
theNobsi toN expi for each value of i, multiplied byGaussian
functions which incorporate systematic uncertainties in the
event-tagging efficiencies and backgrounds, taking into ac-
count the correlations across the different subsamples.
The resulting likelihood as a function of R is shown

in Fig. 85, along with the negative logarithm of the likeli-
hood, yielding a central value of

R= 1.12+0.21−0.19 (stat.)
+0.17
−0.13 (syst.) . (117)

The dominant systematic uncertainties arise from the un-
certainty on the background measurement in the 0-tag
lepton+ jets sample (+0.14−0.11) and from the overall normali-
sation of the tagging efficiencies (+0.09−0.06). Taken separately,
the two final states of tt̄ give consistent results for R; the
lepton+jets samplealoneyieldsR= 1.02+0.23−0.20

+0.21
−0.13, andthe

dilepton sample alone yields R = 1.41+0.46−0.40
+0.17
−0.13. These R

results are consistentwith the StandardModel expectation.
The ratio R can only take on physical values between

zero and unity. The Feldman–Cousins prescription [372]

Fig. 85. Top: The likelihood as a function of R (inset) and
its negative logarithm. The intersections of the horizontal line
ln(L) =−0.5 with the likelihood defines the statistical 1σ errors
on R. Bottom: 95% (outer), 90% (central), and 68% (inner)
CL bands for Rtrue as a function of R. The measurement of
R = 1.12 (vertical line) implies R > 0.61 at the 95% CL (ho-
rizontal line)

is used to set a lower limit on R. Ensembles of pseudo-
experiments are generated for different input values of
R(Rtrue), and varying the input quantities of the analy-
sis, e.g. the background estimates, taking correlations into
account. Using the likelihood-ratio ordering principle, the
acceptance intervals as shown in Fig. 85 are found. With
the measured value of R, this yields R > 0.61 at the 95%

CL. Within the Standard Model, R = |Vtb|
2

|Vtb|
2+|Vts|2+|Vtd|

2 ,

up to phase-space factors. Assuming unitarity of the CKM
matrix, the denominator is unity, yielding an estimate of
|Vtb| > 0.78 at 95% CL. All of the measurements of R are
consistent with the Standard Model expectations.
DØ measures simultaneously the ratio of branch-

ing ratios R = B(t→Wb)/B(t→Wq) together with the
top quark pair (tt̄) production cross section (σtt̄), using
230 pb−1 of data [334]. This analysis, which is an update
of [373], determines R by selecting a sample enriched in tt̄
events, with a high pT isolated lepton (electron or muon),
large missing transverse energy and three, four or more
jets. The selected events are categorised into events with
0, 1 and 2 or more lifetime-tagged jets. From the number
of observed events in the three categories and the kine-
matics of events with no lifetime-tagged jet, R and the tt̄
pair production cross section are fit. The event selection,
background determination and secondary vertex b-tagging
algorithm are essentially equivalent to that of the corres-
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ponding cross section analyses, discussed in Sects. 4.3.2
and 4.3.3. Events with exactly 1(≥ 2) tagged jet are re-
ferred to as single-tag (double-tag) events. Events with
exactly 0 tagged jet are referred to as zero-tag events.
In the StandardModel casewithR= B(t→Wb)/B(t→

Wq) = 1, the tt̄ event tagging probabilities are computed
assuming that each of the signal events contains two b-jets.
In the present analysis the tt̄ event tagging probability be-
comes a function of B(t→Wb)/B(t→Wq). In general, for
R �= 1, a tt̄ eventmight have 0, 1 or 2 b-jets from the two top
quark decays, strongly affecting the event tagging probabil-
ity andhow tt̄events are distributed among the zero-, single-
anddouble-tag samples.Toderive the tt̄event tagging prob-
ability as a function of R, the event tagging probability in
the three following scenarios is determined:

1. tt̄→W+bW−b̄ (further will be referred to as tt→ bb),
2. tt̄→W+bW−q̄l or its charge conjugate (referred to as
tt→ bql),

3. tt̄→W+qlW−q̄l (referred to as tt→ qlql),

where ql denotes either a d- or an s-quark. The proba-
bilities Pn−tag to observe n− tag = 0, 1 or ≥ 2 lifetime-
tagged jets are computed separately for the three types of
tt̄ events, using the b-tagging efficiency for b-jets, c-tagging
efficiency for c-jets and the light jet tagging probability for
light flavour jets. The probabilities Pn−tags in the three sce-
narios are then combined in the following way to obtain the
tt̄ tagging probability as a function of R:

Pn-tag(tt) =R
2Pn-tag(tt→ bb)

+2R(1−R)Pn−tag(tt→ bql)

+ (1−R)2Pn−tag(tt→ qlql) , (118)

where the subscript n− tag runs over 0, 1 and ≥ 2 tags.
The fraction of tt̄ events in the 
+4 jets 0-tag sam-

ple is between 10% for R = 1 and 25% for R = 0. This
is not significantly larger than the statistical error on
the total number of events in the zero-tag sample. For
this reason the information on the total number of ob-
served events with zero-tag is a very poor constraint on
B(t→Wb)/B(t→Wq) and σtt̄. Without a stronger con-
straint on the number of tt̄ events in the 0-tag sample,
a low value of B(t→Wb)/B(t→Wq) and a rather large
tt̄ cross section (compared to a cross section measurement
assuming B(t→Wb)/B(t→Wq) = 1) are still allowed by
the data. To fully exploit the zero-tag sample further dis-
crimination is needed. To this end a discriminant func-
tion is constructed that makes use of the differences be-
tween the kinematic properties of the tt̄ events and the
backgrounds. A set of four variables is selected. They are
well-modelled by simulation in samples depleted in top
events and provide good separation between signal and
background. To reduce the dependence onmodelling of soft
radiation and underlying event, only the four highest pT
jets are used to determine these variables. In very close
relation to the kinematic cross section measurement, dis-
cussed in Sect. 4.3.2, the discriminant function D is built
from the following variables: (i) the event sphericity S, con-
structed from the four-momenta of the jets; (ii) the event
centrality C, defined as the ratio of the scalar sum of the

pT of the jets to the scalar sum of the energy of the jets;
(iii) KTmin =∆R

min
jj p

min
T /E

W
T , where ∆R

min
jj is the mini-

mum separation in η−φ space between pairs of jets, pminT
is the pT of the lower-pT jet of that pair, andE

W
T is a scalar

sum of the lepton transverse momentum and �ET; (iv)H ′T2 ,
defined as the ratio HT2/Hz, where HT2 is the scalar sum
of the ET for all jets excluding the leading jet and Hz
is the scalar sum of the |Ez | of all jets plus the absolute
value of the energy of the lepton and the neutrino along the
z-direction.
To measure B(t→Wb)/B(t→Wq) and σtt̄, a binned

maximum likelihood fit is performed to the data. The data
is binned in: (i) ten bins of the kinematic discriminant D
in the e+4 jets zero-tag events, (ii) ten bins of the dis-
criminant D in µ+4 jets zero-tag events, (iii) two bins for
the two zero-tag samples e+3 jets, µ+3 jets, (iv) four
bins for the four single-tag samples (electron and muon
and 3 or 4 jets), (v) four bins for the four double-tag sam-
ples (electron or muon and 3 or 4 jets). In each bin the
number of events is predicted as the sum of the expected
background and the signal contribution. The signal contri-
bution is a function of R and σtt̄. To predict the number
of events in each bin of the discriminant D, its expected
shape for the background and the tt̄ signal is used. The
contribution from QCD multijet events is constrained by
an additional bin for each control sample. The result is
a likelihood function which is the product of 30 Poisson
terms in the signal bins (i) to (v) and 12 Poisson terms
in the twelve control bins (zero-tag, single-tag and double-
tag, with 3 or 4 jets and for e+jet and µ+jet). Systematic
uncertainties are incorporated into the likelihood by using
nuisance parameters. The final likelihood function contains
one Gaussian term for each nuisance parameter. The values
of B(t→Wb)/B(t→Wq) and σtt̄ that maximise the total
likelihood function are:

B(t→Wb)/B(t→Wq) = 1.03+0.19−0.17 (stat.+syst.) ,
(119)

σtt̄ = 7.9
+1.7
−1.5 (stat.+syst.)±0.5 (lumi) pb , (120)

and in good agreement with the Standard Model expecta-
tion. The result of the 2-dimensional fit is shown in Fig. 86
(left) in the plane (B(t→Wb)/B(t→Wq), σtt̄), along with
the 68% and 95% confidence level contours. In Fig. 86
(right) the observed number of events is compared to the
prediction obtained with B(t→Wb)/B(t→Wq) = 1 and
σtt̄ = 7 pb in the zero-, single- and double-tag samples and
for events with exactly three jets.
Also lower limits on R and the CKM matrix element

|Vtb| are extracted, assuming |Vtb|=
√
R. Using a Bayesian

approach with the following prior:

π(R) =

{
1 if 0≤R≤ 1

0 if R< 0 or R> 1
(121)

yieldsR> 0.81 at 68%CL andR> 0.64 at 95%CL. For the
CKM matrix element |Vtb| limits of |Vtb|> 0.90 at 68% CL
and |Vtb|> 0.80 at 95% CL are found.
Table 39 summarises all measurements of R = B(t→

Wb)/B(t→Wq) from Run-I or Run-II so far. At present,
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Fig. 86. Left: The 68% and
95% CL contours in the plane
(B(t→Wb)/B(t→Wq), σtt̄).
The point indicates the best
fit to the data. Right: Pre-
dicted and observed num-
ber of events in l+3 jets
events in the zero-, single-
and double-tag samples for
B(t → Wb)/B(t → Wq) = 1
and σtt̄ = 7 pb

Table 39. Measurements of R = B(t→Wb)/B(t→Wq) and
|Vtb| from CDF and DØ

R or |Vtb| Source Ref.

R= 0.94+0.31−0.24 (stat.+syst.) CDF Run I [374]

R> 0.56 (95% CL) CDF Run I [374]

R= 1.12+0.27−0.23 (stat.+syst.) CDF Run II [371]

R> 0.61 (95% CL) CDF Run II [371]

R= 1.03+0.19−0.17 (stat.+syst.) DØ Run II [334]

R> 0.64 (95% CL) DØ Run II [334]

|Vtb|> 0.75 (95% CL) CDF Run I [374]

|Vtb|> 0.78 (95% CL) CDF Run II [371]

|Vtb|> 0.80 (95% CL) DØ Run II [334]

all measurements are consistent with the Standard Model
expectation. There is no indication for any deviation from
it, and therefore no hint for a fourth quark generation or
other physics beyond the Standard Model. Clearly more
statistics is needed to make a more conclusive statement
about the top quark decay branching ratio R = B(t→
Wb)/B(t→Wq) and |Vtb|. Ultimately, the most direct way
to measure this CKM matrix element will be the precise
measurement of the single-top production cross section,
which is proportional to the square of |Vtb| (see Sect. 5).

6.3 Top quark decays to tau leptons

The Standard Model’s heavy third generation particles,
the top and bottom quarks, the tau and the tau neutrino
are intriguing. The high energies required to produce the
third generation particles, particularly in the case of the
top quark, have resulted in the particles being the least
studied in the Standard Model. Current measurements
leave room for new physics in the interactions and decays of
these particles [375–377]. The high masses of the particles
give rise to the hope that studying them could help shed
light on the origin of fermion masses [378, 379].
CDF measures the rate of top-antitop events with

a semi-leptonically decaying tau in tt̄→ eτbbνν and tt̄→
µτbbνν events in 193.5 pb−1 of Run-II data [380]. Semi-
leptonic tau decays account for 64% of all tau decays. This
analysis does not include taus decaying to electrons or

muons because these final states are difficult to differen-
tiate from prompt leptons. CDF compares the observed
with the predicted rate as a test of the Standard Model.
Many extensions to the Standard Model predict identical
final states which could lead to an anomalous rate. For
example the charged Higgs decay from tt̄, tt̄→H±Wbb̄,
H±→ τ±ντ [381, 382]. This analysis is a search for any
such anomalous processes that could show up in the final
state as an enhanced (or suppressed) rate for tau leptons in
top decays.
The events are selected by requiring a lepton with re-

constructed, isolated electron ET (muon pT) greater than
20GeV, a tau lepton with pT > 15 GeV (see Sect. 3.3.5 for
details on the tau identification), �ET > 20 GeV, two or
more jets with ET > 25 GeV and |η|< 2 and an additional
jet with |η| < 2 and ET > 15 GeV, HT > 205GeV, where
HT is the sum of the energy of the physics objects (elec-
trons, muons, taus, jets and missing transverse energy) in
the event, opposite charge of the primary lepton and the
tau, and, finally, the event must survive the Z mass veto,
with a window of 65 GeV to 115GeV, which is made only on
events with angular distribution between the jets and �ET
resembling the signature of Z→ ττ .
The total acceptance is measured in a combination of

data and Monte Carlo. The geometric times kinematic
acceptance of the basic tau dilepton event selection is
measured using the PYTHIA Monte Carlo program [223].
The efficiency for identifying the isolated, high-pT lepton
is scaled to the value measured in data using the unbi-
ased leg in Z-boson decays. The tau identification is sen-
sitive to some calorimeter quantities that are difficult to
model in the Monte Carlo simulation. CDF uses PYTHIA
Monte Carlo to generate tt̄ events with the TAUOLA pack-
age [245] to correctly handle the tau polarisation. The
tau ID efficiency for the acceptance is measured for sig-
nal and several backgrounds in the Monte Carlo, where the
data to Monte Carlo normalisation is measured inW → τν
events to within 6%. The geometric times kinematic ac-
ceptance with both the electron and muon channel in-
cluded is 0.00080±0.0005(stat.)±0.00014(syst.). System-
atic uncertainties considered include the jet energy calibra-
tion, electron and muon identification, the tau identifica-
tion, Monte Carlo generators, the modelling of initial and
final state radiation and the parton distribution functions.
The dominant background is fromW -bosons produced

in associationwith one ormore jets where a jet passes all tau
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Table 40. Summary of background and signal prediction in
193.5 pb−1 for the tt→ τ +lepton final state

Process Expected number of events

γ∗/Z→ ττ+jets 0.26±0.06 (stat.)±0.05 (syst.)
j→ τ fakes 0.75±0.12 (stat.)±0.20 (syst.)
e→ τ fakes 0.08±0.03 (stat.)±0.02 (syst.)
Z→ µµ 0.05±0.03 (stat.)
WW 0.14±0.02 (stat.)±0.03 (syst.)
WZ 0.02±0.02 (stat.)

Total expected bgd 1.30±0.14 (stat.)±0.21 (syst.)

Signal expectation 1.03±0.06 (stat.)±0.17 (syst.)

identification cuts to fake a tau. The rate of jets faking taus
is calculated in four data samples as a function of jetET and
calorimeter isolation and applied to loose tau candidates in
a 50GeV jet sample. Similarly the background from elec-
trons faking taus is determinedbymeasuring the fake rate in
Z → ee events in data and applying this rate to events with
taucandidates that fail the electron removal cut.Muons fak-
ing taus provide another non-tau background and are es-
timated from a Z → µµ Monte Carlo. There is also back-
ground from processes that create real taus and which can
mimic the signal final state, in particularZ→ ττ+jets, and
WW andWZ production. They are estimated from HER-
WIGMonteCarlo.The summaryof all backgrounds and the
expected signal is given in Table 40.
In total, 2.3 events are expected in 193.5 pb−1 and 2

events are observed, both in the e+ τ channel. One of the
events has a b-tagged jet, identified via the secondary ver-
tex algorithm. Slightly over 50% of the tt̄ events are ex-
pected to have a b-tagged jet. CDFmeasures the parameter
rτ where

rτ ≡
B(t→ bτν)

BSM(t→ bτν)
. (122)

An upper limit of

rτ < 5.0 at 95% CL (123)

is set. This measurement is consistent with the Standard
Model prediction of rτ = 1. A larger data sample and con-
tinued improvement to the purity and efficiency of τ iden-
tification will allow rτ to be further constrained.

6.4 Helicity of the W -boson in top quark decays

An important consequence of a heavy top quark is, to good
approximation, that it decays as a free quark. Its expected
lifetime is approximately 0.5×10−24 s, and it therefore de-
cays about an order of magnitude faster than the time
needed to form bound states with other quarks [164]. Con-
sequently, the spin information carried by top quarks is ex-
pected to be passed directly on to their decay products, so
that production and decay of top quarks provide a probe of
the underlying dynamics, with minimal impact from gluon
radiation and binding effects of QCD [368, 383–386].

Fig. 87. Schematic of the helicity states of theW -boson in top
quark decays

Studies of decay angular distributions provide therefore
a direct check of the V −A nature of the Wtb coupling
and information on the relative coupling of longitudinal
and transverse W bosons to the top quark. The emitted
b-quark can be considered essentially massless compared
to the top quark (mb�mt). To conserve angular momen-
tum, the spin of the b-quark, with its dominantly negative
helicity (i.e., spin pointing opposite to its line of flight in
the rest frame of the top quark) can therefore point either
along or opposite to the spin of the top quark (Fig. 87). In
the first case, the spin projection of the vector W -boson
must vanish (i.e., theW is longitudinally polarised, or has
zero helicity F0). If the spin of the b-quark points opposite
to the top quark spin, the W -boson must then by left-
handed polarised (have negative helicity F−). Hence, for
massless b-quarks, a top quark can decay only to a left-
handed or longitudinal W -boson. In the Standard Model,
the fraction of decays to longitudinally polarisedW -bosons
is determined by the masses of the involved particles and
expected to be [367, 383–385]

FSM0 ≈
m2t

2M2W +m
2
t +m

2
b

= 70.3±1.2% , (124)

for mt = 175GeV/c
2, where MW is the mass of the W -

bosons and mb is the mass of the bottom quark. The frac-
tion F0 is enhanced due to the large coupling of the top
quark to the Goldstone modes of the Higgs field. Frac-
tions of left- or right-handed W -bosons are denoted as
F− and F+, respectively. In the Standard Model, the F−
is expected to be ≈ 30% and F+ is suppressed by a fac-
tor (mb/mt)

2, yielding at next-to-leading order a value
of 3.6×10−4 [387]. Charge-conjugation symmetry implies
that the t̄ quark decays to either a longitudinally- or right-
handed-polarised W−. A measurement of F+ that differs
significantly from this value would be an unambiguous in-
dication of new physics. For example, an F+ value of 0.3
would indicate a purely V +A charged current interac-
tion. A possible theoretical model that includes a V +A
contribution at the tWb vertex is an SU(2)L×SU(2)R×
UY (1) extension of the Standard Model [368, 388, 389].
Direct measurements of the longitudinal fraction by CDF
and DØ in Run I have found F0 = 0.91± 0.39 [390] and
F0 = 0.56±0.31 [391], respectively. In addition, measure-
ments of the b→ sγ decay rate have indirectly limited the
V +A contribution in top quark decays to less than a few
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percent [392–394]. However, direct measurements of the
V +A contribution are still necessary because the limit
from b→ sγ assumes that the electroweak penguin contri-
bution is dominant.
The angular distribution ω of theW -boson decay prod-

ucts with weak isospin I3 =−1/2 (charged lepton or d, s
quark) in the rest frame of the W -boson can be described
by introducing the angle θ∗ with respect to the top quark
direction [367, 383–385]:

ω(cos θ∗) =
3

4
(1− cos2 θ∗)F0+

3

8
(1− cosθ∗)2F−

+
3

8
(1+cos θ∗)2F+ . (125)

Due to backgrounds and reconstruction effects, the dis-
tribution of cos θ∗ that is observed differs from ω(cos θ∗).
However, the shape of the measured cos θ∗ distribution
depends on F+ and this dependence can be used to meas-
ure F+.
CDF and DØ use various techniques to measure the he-

licity of the W -boson in top quark decays in lepton+ jets
events: Using a kinematic fit for the association of the final
state particles with the quarks and leptons, the distribu-
tion of the helicity angle (cos θ∗) between the lepton and
the b quark in the W rest frame, provides the most dir-
ect measure of the W helicity. The second method (lepton
pT) uses the different lepton pT spectra from longitudi-
nally or transversely polarisedW -decays to determine the
relative contributions. This method is also used by both
experiments in the dilepton channel. A third method uses
the invariant mass of the lepton and the b-quark in top
decays (M2�b), which is directly related to cos θ

∗, as a dis-
criminant. Finally, the matrix element method (ME), de-
scribed for the top quark mass measurement, has been
applied, forming a 2-dimensional likelihood L(mtop,F0),
where the mass-dependence is integrated out so that only
the sensitivity to the W -helicity in the top quark decay is
exploited.
In this section the recent Run-II analyses of the helicity

of the W -boson in top quark decays are summarised. The
results of all CDF and DØ analyses are in agreement with
the Standard Model expectation, but within large statisti-
cal uncertainties.

6.4.1 CDF Analyses

In Run-II, CDF has measured the branching fraction of
the top quark to longitudinally and right-handed polarised
W -bosons, F0 and F+, using approximately 200 pb−1 of
data in the dilepton and the lepton+ jets channel [395].
Two observables in the tt̄ candidate events are used to
measure theW helicity. Charged leptons from the decay of
a longitudinally-polarised W -boson have a symmetric an-
gular distribution ∝ (1− cos2 θ∗) (see Fig. 88), where θ∗ is
the helicity angle between the charged lepton momentum
in the W rest frame and the boost direction from the top
quark rest frame into the W rest frame. Left-handed W ’s
have an asymmetric distribution ∝ (1− cos θ∗)2. Direct
measurement of this angle is difficult and requires the use
of the missingET vector with very limited resolution. How-

Fig. 88. The cos θ∗ distribution for the left-handed W -boson
(dotted line), longitudinalW -boson (dashed line), right-handed
W -boson (dash-dotted line) and the Standard Model expecta-
tion (full line)

ever, one can approximate cos θ∗ by relating it to the in-
variant mass of the b-quark and the charged lepton (M2�b):

cos θ∗ =
p�pb−E�Eb
|p�||pb|



2M2�b

m2t −M
2
W

−1 , (126)

a variable that depends only on lab-frame momenta and
is independent of the measured �ET. The second observable
exploits the fact that charged leptons from left-handed W
decays are preferentially emitted in the background direc-
tion with respect to the W direction of motion, leading to
softer lepton transverse momentum pT in the lab frame,
while the leptons from right-handedW ’s are preferentially
emitted forward and thus have a harder pT spectrum. Lon-
gitudinal W decays represent an intermediate case. Fig-
ure 89 shows the predicted cos∗ and lepton pT distributions
for mt = 175GeV/c

2, after the event selection and recon-
struction. The observed cos∗ distribution extends some-
what beyond the physical range −1≤ cos θ∗ ≤ 1 because
the world-average top and W masses are used in (126),
rather than the event-by-event reconstructedmasses which
have larger uncertainties. In this analysis, F0 and F+
are measured from a combination of the M2�b and the pT
technique.
The selection, reconstruction and background esti-

mates for the dilepton events is taken from the corres-
ponding cross section analysis (Sect. 4.2.1), yielding 13
events in this sample with an expected background of
2.7± 0.7 events. Similarly, the selection, reconstruction
and background estimates in the lepton+jets channel with
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Fig. 89.Distribution of cos θ∗

and lepton pT for top-quark
decays to left-handed, right-
handed, and longitudinally
polarised W -bosons

one or more b-tagged jets using the SecVtx algorithm
is taken from the corresponding cross section analysis
(Sect. 4.2.3), yielding 57 events, of which approximately
2/3 are tt̄ events. The pT analysis uses both samples, while
theM2�b analysis uses the lepton+jets sample only. In add-
ition to those selection requirements, events selected for
the M2�b analysis are required to have a fourth jet with
ET > 8 GeV and |η|< 2. 37 events pass this cut, of which
9.9± 1.7 are estimated to be background. The presence
of four jets allows the event to be kinematically recon-
structed as a tt̄ event with the top mass constrained to
175GeV/c2, and to associate the appropriate jet to the lep-
ton in (126). 31 of the 37 events pass a χ2min cut on the fit
quality.
To create cos θ∗ (lepton pT) templates for tt̄ signal

events, the Monte Carlo programsMADEVENT [236, 237]
and HERWIG [226, 227] are used. The helicity of one
W -boson in the top rest frame is fixed, while the other
W takes on values according to the Standard Model pre-
diction. Hadronisation and fragmentation are carried out
using PYTHIA [223].
The data are fit separately to the cos θ∗ and pT tem-

plates using likelihood functions that include a Gaussian
constraint on the background, as well as corrections for
trigger and event selection cuts that have helicity-depen-
dent biases, such as those on the lepton pT. The result of
the fits to the various subsamples are shown in Table 41.
The reconstructed cos θ∗ distribution from the data and
the best-fit templates are shown in Fig. 90 (left). Figure 90
(right) shows the lepton pT distribution for the two sam-
ples and the results of the fit.

Fig. 90. The cos θ∗ distribu-
tion for the lepton+ jets sam-
ple (left) and lepton pT dis-
tribution for the lepton+ jets
and dilepton samples (right),
overlaid with signal and back-
ground templates superim-
posed according to their best-
fit values. The inset shows the
projection of the negative log-
likelihood along the F0 axis
for the fit to the data

Table 41. Summary of the results for the cos θ∗(M2�b), pT, and
combined measurements of F0 and F+. N is the number of
events or leptons used in the measurement. Where two un-
certainties are given the first is statistical and the second is
systematic. Uncertainties on the combined measurement are
the total statistical and systematic uncertainty

Analysis N F0 F+

cos θ∗(M2�b) 31 0.99+0.29−0.35±0.19 0.23±0.16±0.08

pT (��) 26 −0.54+0.35−0.25±0.16 −0.47±0.10±0.09

pT (�+jets) 57 0.95+0.35−0.42±0.17 0.11+0.21−0.19 ±0.10

pT (combined) 83 0.31+0.37−0.23±0.17 −0.18+0.14−0.12 ±0.12

Combined 0.74+0.22−0.34 0.00+0.20−0.19

95% CL limit < 0.95, > 0.18 < 0.27

The dominant systematic uncertainties in the cos θ∗

(M2�b) and pT analyses, estimated using Monte Carlo pseu-
do-experiments and summarised in Table 42, arise fromun-
certainties in the top-quark mass, the background shape
and normalisation, the effects of initial- and final-state ra-
diation (ISR/FSR), and uncertainty in the parton distri-
bution functions (PDFs). The quadratic sum of all sources
of systematic uncertainty leads to a final result of F0 =
0.99+0.29−0.35(stat.)±0.19(syst.) for theM

2
�b analysis andF0 =

0.31+0.37−0.23(stat.)± 0.17(syst.) for the pT analysis. The re-

sults of the two analyses are combined taking into account
both the statistical and systematic correlationsbetween the
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Table 42. Summary of systematic uncertainties for the CDF
measurements of F0 and F+

Systematic source pT Method M2�b Method

∆F0 ∆F+ ∆F0 ∆F+

Top mass 0.11 0.09 0.08 0.04
Bkg. Modelling 0.10 0.06 0.13 0.05
ISR/FSR 0.04 0.04 0.03 0.02
PDF 0.03 0.03 0.04 0.01
MC statistics 0.01 < 0.01 0.01 0.01
Accept. correction 0.02 0.01 < 0.005 < 0.005
Trigger correction 0.02 0.02 ... ...
Jet energy scale ... ... 0.09 0.04
MC Modelling ... ... 0.04 0.02
b-tagging ... ... 0.01 < 0.005

Total 0.17 0.12 0.19 0.08

two techniques. Statistical correlations arise because the
two analyses share the subset of the lepton+ jets sample
that passes the χ2min cut on the top mass reconstruction,
while common sources of systematic uncertainty include
the top mass uncertainty and background normalisation.
The correlation coefficients are determined via pseudo-
experiments. The combined result isF0 = 0.74

+0.22
−0.34(stat.+

syst.). In addition, F+ = 0.00
+0.20
−0.19(stat.+syst.) and F+ <

0.27 at the 95% CL. These results are consistent with the
StandardModel predictions ofF0 = 0.70,F+ = 0.

6.4.2 DØ analyses

Measurement of F0 in the lepton+ jets channel. DØ has
recently measured the longitudinal component F0 of the
helicity of W -bosons in t→Wb decays in 125 pb−1 of
Run-I data at

√
s = 1.8 TeV, using the matrix element

method [391]. This analysis is based on the same lepton+
jets sample that is used to extract the mass of the top
quark in [396, 397] (
+jets analyses in Sect. 7.1.2). Making
use of information contained in the events and compar-
ing each individual event with the differential cross section
for tt̄ production and decay, the fraction F0 of longitudi-
nalW -boson production in the data is extracted, assuming
no contribution from right-handed W -bosons. In particu-
lar, this procedure relies on a direct comparison of data
to the LO matrix element for the production and decay
of tt̄ states [396, 397]. This method offers the possibility of
increased statistical precision by using the decay of both
W -bosons in these events, and is similar to that suggested
for tt̄ dilepton decay channels, and used in previous mass
analyses of dilepton events [398–400].
The probability density for tt̄ production and decay in

the e+jets final state, for a given value of F0, is defined as:

Ptt̄(F0) =
1

12σtt̄

∫
dρ1dm

2
1dM

2
1 dm

2
2dM

2
2

×
∑
perm.ν

|Mtt̄(F0)|
2 f(q1) f(q2)

|q1||q2|
Φ6

×Wjets(Ep, Ej) , (127)

where the integration and kinematic variables are identical
to the ones described for the mass measurement in the 
+
jets analyses in Sect. 7.1.2. All processes that contribute to
the observed final state must be included in the probability
density. The final probability density is therefore written
as:

PM (x;F0) = c1Ptt̄(x;F0)+ c2Pbgd(x) , (128)

where c1 and c2 are the signal and background fractions,
and x is the set of variables needed to specify the meas-
ured event. Ptt̄ and Pbgd refer to the signal and background
production and decay probabilities, respectively.
The event probabilities are inserted into a likelihood

function for N observed events. The tt̄ probability density
contains contributions from both W0 (F0) and W− (F−)
helicities, and the ratio of F0/F− is allowed to vary. The
best estimate ofF0 is obtained bymaximising the following
likelihood with respect toF0, subject to the constraint that
F0 must be physical, i.e. 0≤F0 ≤ 1, and F−+F0 = 1:

L(F0) = e
−N
∫
Pm(x,F0)dx

N∏
i=1

Pm(xi;F0) , (129)

where Pm is the probability density for observing a given
event i. The best value of F0 and the parameters ci are
obtained from minimising the negative log-likelihood with
respect to all three parameters. Results from analysing
samples of PYTHIA [223]Monte Carlo events indicate that
a response correction, resulting from un-modelled gluon ra-
diation, must be applied to the data.
The current uncertainty in the top quark mass is large

enough to affect the value of F0. For sufficiently high
statistics, the likelihood can be maximised as a function
of the two variables (F0,mt), which can then correctly
take into account any correlations between the two pa-
rameters and the fact that F0 is bound between 0 and 1.
Given the presently limited statistics, the next best way
to account for the uncertainty in mt is by projecting the
2-dimensional likelihood onto the F0 axis. In this way, the
systematic uncertainty in F0 from the uncertainty in mtop
can be obtained by integrating the probability over the
mass, which is done here from 165 to 190GeV/c2, in steps
of 2.5 GeV/c2, using no other prior knowledge of the mass.
Figure 91 shows the 2-dimensional probability density as
a function of F0 and mt for the data, after applying the
response correction.
The other systematic uncertainties are quite small, and

are calculated by varying their impact in the Monte Carlo
or data, and added in quadrature (see Table 43). The final
result is:

F0 = 0.56±0.31( stat.+mt)±0.07( syst.) . (130)

After combining the two errors in quadrature, the final
result is F0 = 0.56±0.31,which is consistent with expecta-
tions of the Standard Model.

Measurement of F+ in the lepton+ jets channel. DØ has
measured the positive helicity fraction F+ of theW -boson
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Fig. 91. Likelihood, normalised to its maximum value, as
a function of mt and F0

Table 43. Impact of systematic and statistical uncertainties
on the measurement of F0

Source ∆F0

Acceptance and linearity response 0.055
Jet energy scale 0.014
Spin correlation in tt̄ events 0.008
Parton distribution functions 0.008
Model for tt̄ production 0.020
Multiple interactions 0.006
Multijet background 0.024

Total systematic uncertainty, except for mt 0.070
Statistics and uncertainty in mt 0.306

Total uncertainty 0.314

in top quark decays in the lepton+ jets decay mode of tt̄
events, using 230 pb−1 of Run-II data [401]. In this analy-
sis, F0 is fixed at 0.7 and the positive helicity fraction F+
is measured. Selecting a tt̄ event sample, the four vectors
of the two top quarks and their decay products are recon-
structed using a kinematic fit, from which cos θ∗ is calcu-
lated. The distribution in cos θ∗ is compared to templates
for different F+ values using a binned maximum likelihood
method.
Two separate analyses are performed and the results

are combined. One analysis uses kinematic information to
select tt̄ events (“kinematic analysis”) and the other uses
secondary vertex b-jet identification (Sect. 3.3.7) as well as
kinematic information in order to improve the signal to
background ratio (“b-tagged analysis”). The kinematic an-
alysis vetoes b-tagged events to simplify the combination of
results with the b-tagged analysis.
The event selection follows closely that of the corres-

ponding kinematic and b-tagged cross section measure-
ment analyses (Sects. 4.3.2 and 4.3.3). The top quark and
theW -boson four-momenta are reconstructed using a kine-
matic fit which is subject to the following constraints: two
jets must form the invariant mass of the W -boson, the
lepton and the �ET together with the neutrino pz compon-
ent must form the invariant mass of the W -boson, and

the masses of the two reconstructed top quarks must be
175GeV/c2. Among the twelve possible jet combinations,
the solution with the minimal χ2 from the kinematic fit is
chosen, yielding the correct solution in about 60% of all
cases.
The tt̄ signal events for seven different values of F+,

F+ = 0.00, . . .0.30 in steps of 0.05, are generated with
the ALPGEN [224] Monte Carlo program, followed by
PYTHIA [223] for the hadronisation with a chosen top
quark mass of mt = 175GeV/c

2. As the interference be-
tween V −A and V +A is suppressed by the small mass
of the b-quark and is therefore negligible, these samples
can be used to create cos θ∗ templates for any F+ value
by a linear interpolation of the templates. All seven tem-
plates from these samples are normalised to unit area and
a linear fit to the contents of each cos θ∗ bin as a func-
tion ofF+ is performed. The ALPGENMonte Carlo is also
used to model the W +jets background. Using the matrix
method (Sect. 4.3.2), the kinematic analysis calculates the
number of multijet (QCD) background events for each bin
in the cos θ∗ distribution from the data sample to obtain
the shape of the multijet cos θ∗ templates. For the b-tagged
analysis, the multijet template is formed from the data
events after the event selection except that the leptons are
required to satisfy the loose and to fail the tight criteria.
To discriminate between tt̄ pair production and back-

ground, a discriminantD, similar to that in the kinematic/
topological cross section measurement in the lepton+ jets
channel (Sect. 4.3.2), is built using variables which exploit
the difference in event topology: HT, the minimum dijet
mass of the jet pairs, the χ2 from the kinematic fit, the cen-
trality, K ′T,min, and aplanarity and sphericity. All of these
variables are used for the discriminant in the kinematic an-
alysis. Only HT, centrality, the minimum dijet mass, and
χ2 are used in the b-tagged analysis. The discriminant is
built separately for the kinematic and b-tagged analyses,
using the method described for the kinematic/topological
tt̄ cross section measurement in Sect. 4.3.2. Events are se-
lected for which D > 0.6 in the kinematic analysis, and
D > 0.25 in the b-tagged analysis. The number of tt̄, W +
jets, and multijet events in the sample is determined by
a binned maximum likelihood fit, comparing the observed
D distribution in the data to the sum of the distributions
expected from tt̄,W +jets andmultijet events. Those num-
bers are multiplied by the efficiency for each type of event
to pass the D selection, yielding the event composition of
the sample used for measuring cos θ∗. The cos θ∗ distri-
bution obtained in data after the full selection is shown
in Fig. 92 (left) for the kinematic and in Fig. 92 (right) for
the b-tagged analysis.
A binned maximum likelihood fit of signal and back-

ground cos θ∗ templates to the data is used to measure
F+. The binned Poisson likelihood L(F+) of the data is
computed to be consistent with the sum of signal and back-
ground templates, normalised to the number given by the
above mentioned discriminant,D, at each of the seven cho-
sen F+ values. In both analyses, a parabola is fit to the
negative log-likelihood points to determine the likelihood
as a function of F+. These curves for the kinematic and b-
tagged measurements are added for the combined analysis.
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Fig. 92. cos θ∗ distribution
observed in data along with
the Standard Model predic-
tion shown as the solid line,
while a model with a pure V +
A interaction would result in
the distribution given by the
dashed line. Left: kinematic
analysis. Right: b-tagged an-
alysis

Table 44. Systematic uncertainties on F+ for the two indepen-
dent analyses and for the combination

Source Kinematic b-tagged Combined

Jet energy calibration 0.03 0.04 0.04
Top quark mass 0.04 0.04 0.04
Template statistics 0.05 0.02 0.03
b-tag 0.03 0.02 0.02
tt̄ model 0.01 0.02 0.02
W +jets model 0.01 0.01 0.01
Sample composition – 0.02 0.01
Calibration 0.01 0.01 0.01

Total 0.08 0.07 0.07

Systematic uncertainties, summarised in Table 44, are
evaluated in ensemble tests which can affect the shape of
the cos θ∗ distribution or the relative contribution from the
three event sources (tt̄, W +jets and multijets). The total
systematic uncertainty is then taken into account in the
likelihood by convoluting the average shift in the resulting
F+ value with a Gaussian with a width that corresponds to
the total systematic uncertainty.
Assuming a fixed value of 0.7 for F0, the combined re-

sult for F+ is:

F+ = 0.00±0.13 (stat.)±0.07 (syst.) . (131)

Also a Bayesian confidence interval (using a flat prior dis-
tribution which is non-zero only in the physically allowed
region of F+ = 0.0−0.3) is calculated which yields:

F+ < 0.25 at 95% CL . (132)

Measurement of F+ in the dilepton channel. DØ has meas-
ured theW -boson positive helicity fraction F+ in tt̄ decays
in the dilepton final state (here lepton refers to electrons
and muons, taus are only included via their subsequent de-
cay to electrons or muons) with 370 pb−1 [402]. The pres-
ence of the two unmeasured neutrinos in the dilepton chan-
nels renders the tt̄ system underconstrained, which means
that one cannot reconstruct theW -boson rest frames with-
out making additional assumptions. However, one can still
measure F+ by noting charged leptons from right-handed
W -bosons will tend to be emitted along theW -boson boost
direction, and thus have larger pT in the laboratory frame.

There, the lepton pT is used as the measurement variable,
yielding two measurements for each event. The expected
distribution of lepton pT for background and for signal
with different F+ values, referred to as “templates”, is esti-
mated using Monte Carlo events. These templates are used
in a binned likelihood fit to find the V +A fraction F+
given by the data. The resulting log likelihood curves are
interpreted using a Bayesian approach.
The dilepton event selection follows very closely the cri-

teria applied in the corresponding cross section analysis
(Sect. 4.3.1). Only in the eµ channel, the expected sig-
nal significance is improved by requiring the multivariate
electron likelihood to be > 0.25. This selection yields 15
events in the eµ channel, 5 events in the ee channel, and
2 events in the µµ channel. The expected background con-
tributions are determined using Monte Carlo and data
events as described in the corresponding cross section an-
alysis (Sect. 4.3.1). Figure 93 (left) shows the normalised
lepton pT distribution in tt̄ Monte Carlo for a pure V −A
or pure V +A coupling at the tWb vertex. Leptons with
pT > 200GeV are included in the uppermost bin of each
template (overflow bin).
The value of F+ favoured by the data is expected using

a binned maximum likelihood fit. The ALPGEN [224]
Monte Carlo program is used to simulate tt̄ events with
F+ = 0.00 and 0.30, and to simulate backgrounds fromZγ∗

and WW events. Models for intermediate values of F+ in
increments of 0.05 are formed, performing a linear inter-
polation of the signal templates. For each F+ value, the
likelihood of the data to be consistent with the sum of sig-
nal and background templates is computed by multiplying
the Poisson probabilities of each template bin being consis-
tent with the data. The prior expectation for the normal-
isation of the background, estimated as described in the
cross section analysis, is expressed with a Gaussian term in
the likelihood:

L(F+) =

Nbgd∏
i=1

e(nb,i−nb,i)
2
/2σ2b,i ×

Nbins∏
j=1

P (dj ;nj) .

(133)

In the Gaussian term, Nbkg is the number of background
sources, nb,i is the nominal number of events for the i-th
background,σb,i is the uncertainty onnb,i and nb,i is the fit-
ted number of events for the i-th background. In thePoisson
term, nj is the total number of events expected in the j-th
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Fig. 93. Left: Normalised lepton pT distribution for mtop = 175 GeV/c
2 tt̄ Monte Carlo events. The solid (dashed) histogram is

for events with a pure V −A (pure V +A) coupling at the tWb vertex.Right: Comparison of the sum of eµ, ee, and µµ data (points
with error bars) to the sum of the best-fit templates of signal and background (solid histogram). The signal and background
contributions are shown separately as the dashed and dotted histograms

Table 45. Systematic uncertainties on F+

Source Uncertainty

Monte Carlo statistics 0.046
Analysis self-consistency 0.010
Top quark mass 0.008
Jet energy calibration 0.013
tt̄ model 0.030
Fake lepton model 0.013
Lepton pT resolution 0.010
Trigger 0.008

Total 0.061

bin (nj = ns,j+
∑Nbkg
i=1 nb,ik, where ns is the fitted number

of signal events), and dj is the number of data events in the
j-th bin. The negative log-likelihood curves are calculated
for each channel separately and summed to arrive at a com-
bined result.Aparabola is fit to the summedpoints to deter-
mine the overall likelihood as a function ofF+.
A Bayesian technique is used to determine a confidence

level (CL) interval for the true value of F+. The prior prob-
ability is chosen to be flat in the physically-allowed range
0<F+ < 0.30 and zero elsewhere.With this choice, finding
a Bayesian confidence interval is equivalent to integrating
the likelihood curve. The performance of the maximum

Table 46.Measurement and 95% CL upper limits of theW helicity in top quark decays from
CDF and DØ. † Preliminary result, not yet submitted for publication or not yet published as
of October 2005

W helicity Source
∫
Ldt (pb−1) Ref. Method

F0 = 0.91±0.39 CDF Run I 106 [390] p�T
F0 = 0.56±0.32 DØ Run I 125 [391] ME

F0 = 0.74
+0.22
−0.34 CDF Run II 200 [395]† M2�b+p

�
T

F+ < 0.18 CDF Run I 110 [403] M2�b+p
�
T

F+ < 0.27 CDF Run II 200 [395]† M2�b+p
�
T

F+ < 0.25 DØ Run II 230–370 [?, 402]† cos θ∗+p�T

likelihood fit is tested and confirmed by means of Monte
Carlo ensemble tests. Systematic uncertainties can change
the measurement in two ways: by altering the estimate of
the background in the final sample and by modifying the
shape of the lepton pT templates. The effect of the system-
atic uncertainties on F+ are also estimated using Monte
Carlo ensemble testing and summarised in Table 45.
In Fig. 93, the data is shown as the points with error

bars, the best fit signal template as the dashed histogram,
the best fit background template as the dotted histogram,
and the sum as the solid histogram. The systematic uncer-
tainties are included in the fit by convoluting a Gaussian
function with a width given by the total systematic uncer-
tainty with the Gaussian resulting from the maximum like-
lihood fit. The result of applying the maximum likelihood
fit (Fig. 93, right) to the lepton pT distribution observed in
data is

F+ = 0.13±0.20 (stat.)±0.06 (syst.) , (134)

F+ < 0.28 at 95% CL . (135)

The statistical combination of the result from this an-
alysis and the measurement in the lepton+ jets channel
reported above is performed by summing the negative log-
likelihood curves from each analysis. Systematic uncertain-
ties are combined using error propagation on the values of
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F+, with the correlations between the two analyses taken
into account. The result of combining the two analyses is:

Fcomb.+ = 0.04±0.11 (stat.)±0.06 (syst.) , (136)

Fcomb.+ < 0.25 at 95% CL . (137)

TheW -boson positive helicity fraction F+, measured in tt̄
decays, is consistent with the StandardModel prediction of
F+ = 3.6×10−4.

6.4.3 Summary

At present, all Run I and Run II studies of the helicity of
the W -boson in top quark decay are limited by statistics.
However, with the increasing data set becoming available
for analysis in CDF and DØ, the limits or measurements
of F0, F− and F+ are improving rapidly. Eventually, when
sufficient data is available, simultaneous measurements of
F0, F− and F+ will be performed. At present, only meas-
urements or limits from studies of single quantities are
available. These results are summarised in Table 46.

6.5 Flavour changing neutral current decays
of the top quark

Physics beyond the Standard Model can manifest itself
by altering the expected rate of flavour-changing neutral-
current (FCNC) interactions. As an analogous historical
example within the Standard Model, the presence of the
charm quark can be inferred from its effect on the branch-
ing fraction B(K0L→ µ

+µ−) [11]. FCNC decays of the top
quark are of particular interest [404, 405]. The large mass
of the top quark suggests a strong connection with the
electroweak symmetry breaking sector. Evidence for un-
usual decays of the top quark might provide insights into
the mechanism of electroweak symmetry breaking. For the
top quark, the FCNC decays t→ qZ and t→ qγ (where q
denotes either a c- or a u-quark) are expected to be exceed-
ingly rare (branching fractions of 10−10 or smaller) [209,
406–408], since they are suppressed by the GIM mechan-
ism [11] and any observation of these decays in the avail-
able data sample would indicate new physics. In general,
FCNC interactions are present in models which contain an
extended Higgs sector [409], Supersymmetry [410], dynam-
ical breaking of the electroweak symmetry [411, 412], or an
additional symmetry [413]. For a general overview over top
couplings in exotic models see [414, 415].

6.5.1 Search for FCNC top quark decays
at the TEVATRON

CDF has performed a search for the flavour-changing neu-
tral current decays of the top quark t→ qγ and t→ qZ in
110 pb−1 of Run-I data at

√
s= 1.8 TeV [416]. In this CDF

Run-I analysis, electrons, muons, jets and missing ET are
essentially reconstructed as described in Sect. 3.3. A pho-
ton is identified as an energy cluster in the electromagnetic
calorimeter with no track pointing to it. To improve the

identification efficiency, additionally one single soft track
(presumably from a random overlap) with less than 10%
of the energy of the photon is permitted to point at the
cluster.
If the branching fraction of a particle into a particular

final state (e.g. a FCNC decay) is x, the branching frac-
tion into another final state (e.g. the decay t→Wb) can
be no longer larger than (1−x). Therefore, the ratio r of
the number of events detected in a rare decay mode nor-
malised to a common decay mode is at least r = x/(1−x),
after corrections for efficiency and acceptance. Measuring
r allows to calculate an upper limit on the branching frac-
tion x ≤ r/(1+ r), after corrections for misidentification,
efficiency and acceptance, and for the fact that in tt̄ events
there are two top quarks that can decay into a particular
final state.
In both the t→ qγ and t→ qZ searches, limits on

branching fractions are calculated by comparing the num-
ber of candidate events in the FCNC candidate sample to
the number of tt̄ events observed in the normalisation sam-
ple. The latter consists of events consistent with the hy-
pothesis where both top quarks decay via t→Wb decays,
and one W decays leptonically and the other W decays
hadronically (lepton+ jets mode). In the selection of the
data sample, at least one of the jets must be identified as
a b-jet via the secondary vertex reconstruction technique.
This yields in total 34 tt̄ candidate events over an esti-
mated background of 9±1.5 events.
At TEVATRON energies, the dominant source of top

quarks is tt̄ pair production from qq̄ annihilation. In the
search for t→ qγ, it is assumed that the other top quark
in the pair decays via the decay t→Wb. Two event signa-
tures are considered, depending on whether the W decays
leptonically or hadronically. If the W decays leptonically,
a search for a high pT lepton, �ET, a moderately high ET
photon and at least two jets is performed. If the W de-
cays hadronically, a search for events with at least 4 jets
and a high ET photon is performed. In both cases, there
must be a photon and jet combination with mass between
140 and 210GeV/c2, consistent with the mass of the top
quark. In the non-leptonic case, the remaining jets must
have

∑
ET ≥ 140GeV, consistent with the decay of a sec-

ond top quark in the event. 40% of the t→ qγ acceptance is
in the photon plus multijet mode, and 60% is in the lepton
plus photon mode.
The background in the leptonic mode is expected to be

dominated byW +γ+2 or more jets. It is estimated from
the calculated rate of W +γ+2 jets production and W +
γ production according to [417], and the observed W +γ
event rate. The number of background events is estimated
to be less than half an event. In the hadronic mode, it is es-
timated from a control data sample to be less than half an
event. To set a conservative limit, it is assumed that any
event passing the selection requirements is a signal event
and no background is subtracted.
Two samples are defined. one in which the event top-

ology is consistent with both top quarks decaying via t→
Wb (the “Standard Model sample”) and one in which the
event topology is consistent with one top quark decaying
via t→Wb and the other via t→ cγ (the “FCNC sam-
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ple”). Since the relative number of events in these two
signatures is of interest, the ratio of acceptances and ef-
ficiencies in the two decay modes is calculated using the
ISAJET [233] Monte Carlo event generator. To be con-
servative, the expected number of FCNC candidates from
misidentified Standard Model decays is not subtracted off.
One event is observed in the leptonic channel and no events
are seen in the non-leptonic (i.e. photon plus multijet)
channel. The one observed event is kinematically also con-
sistent with the decay t→W+b, t̄→W−b̄γ followed by
W+→ µ+ν and W−→ jets. The observation of one event
passing the selection requirements implies a 95% confi-
dence limit of fewer than 6.45 events (including systematic
uncertainties) which translates into a branching fraction
limit of

B(t→ cγ)+B(t→ uγ)< 3.2% . (138)

Also the search for t→ qZ events is performed, using
the channel where the Z decays to e+e− or µ+µ−, and
the other t quark decays to 3 jets. The expected signa-
ture is therefore an event with four jets and with two
leptons with an invariant mass consistent with a Z-boson.
Because the Z branching fraction to charged leptons is
small, this analysis is less sensitive than the t→ qγ search.
Z-bosons are identified as opposite-charge same-flavour
lepton pairs inside the range 75 <M�+�− < 105GeV/c

2.
The ISAJET [233] Monte Carlo is used to calculate the
efficiencies and acceptances for top quark pairs to be
identified as either Standard Model decay candidates or
FCNC decay candidates. These acceptances and efficien-
cies are again determined relative to the Standard Model
signal.
There are two comparable sources of background to the

t→ qZ signal. One is ordinaryZ+multijet production; 0.5
background events from Z+4 jet are expected. The sec-
ond source of background is from tt̄ events where both top
quarks decay via t→Wb, and the event topology is such
that the event is accepted into this sample. The total ex-
pected background is approximately 1.2 events. As before,
to set a conservative limit, any event passing the selection
requirements is assumed to be signal and no subtraction of
background is performed.
A single Z → µ+µ− event passes all the selection re-

quirements. The event kinematics better fit the Z+multijet
hypothesis than the FCNC decay hypothesis. Observation
of one event passing the selection requirements implies
a 95% confidence limit of fewer than 6.4 events (including
systematic uncertainties), which translates to a branching
fraction limit

B(t→ cZ)+B(t→ uZ)< 33% . (139)

These limits on top quark decay branching ratios can
be translated into limits on the flavour-changing neutral
current couplings [418] κγ and κZ at 95% CL:

κγ < 0.42, (140)

κZ < 0.73 . (141)

6.5.2 Search for single top quark production
at HERA

In ep collisions at the HERA collider, the production of sin-
gle top quarks is kinematically possible due to the large
centre-of-mass energy

√
s≈ 318GeV , which is well above

the top production threshold. In the Standard Model, the
dominant process for single top production at HERA is the
charged current reaction e+p→ ν̄tb̄X(e−p→ νt̄bX). This
process has a tiny cross section of less than 1 fb [162, 419]
and thus Standard Model top quark production is negligi-
ble. However, in several extensions of the Standard Model,
the top quark is predicted to undergo flavour changing neu-
tral current interactions, which could lead to a sizeable
top quark production cross section. An observation of top
quarks at HERAwould thus be a clear indication of physics
beyond the Standard Model.
The H1 Collaboration has reported [420, 421] the ob-

servation of events with energetic isolated electrons and
muons together with missing transverse momentum in the
positron-proton data collected between 1994 and 2000.
The dominant Standard Model source is the production
of realW -bosons [422, 423]. However, some of these events
have a hadronic final state with large transverse momen-
tum, which is atypical ofW production. These outstanding
eventsmay indicate a productionmechanism involving pro-
cesses beyond the StandardModel. One such mechanism is
the production of top quarks which predominantly decay
into a b-quark and a W -boson. The lepton and the miss-
ing transverse momentum would then be associated with
a leptonic decay of theW -boson,while the observedhigh pT
hadronic final state would be produced by the fragmenta-
tion of the b-quark.
H1 and ZEUS have both searched for the single top

quark production via flavour-changing neutral current in
ep collisions at HERA, using 118 pb−1 and 130 pb−1, re-
spectively [424, 425]. The searches cover the leptonic de-
cay channel (W → 
ν) and the hadronic decay channel
(W → qq′) of the W -boson that emerges from the top
quark decay.
In ep collisions, due to the large Z mass, the contribu-

tion of the Z-boson and the γ−Z interference are highly
suppressed. Single top production is thus dominated by
the t-channel exchange of a photon. H1 therefore neglects
Z-exchange in the analysis and only considers the κtuγ ,
while ZEUS uses an improved signal simulation based on
COMPHEP [426, 427], including the tuZ coupling in the
top quark production and decay. The sensitivity of HERA
is much larger to the coupling κtuγ than to κtcγ since the
u-quark density in the proton is much larger than the c-
quark density at the high Bjorken-x values needed to pro-
duce top quarks.
H1 selects 5 events as top quark candidate decays in the

leptonic channel. The prediction for the Standard Model
processes is 1.31±0.22 events.The analysis ofmulti-jet pro-
duction at high pT, corresponding to a search for single top
production in the hadronic channel, shows good agreement
with the expectation for Standard Model processes within
the uncertainties and, therefore, do not rule out a single
top interpretation of the candidates observed in the electron
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and muon channels. For the combination of the electron,
muon and hadronic channels a cross section for single top
production ofσ= 0.29+0.15−0.14 pb is obtained.This result is not
in contradiction with limits obtained by other experiments.
The addition of a contribution from a model of anomalous
single top production yields a better description of the data
than is obtained with the Standard Model alone. Assum-
ing that the small number of top candidates are the result
of a statistical fluctuation, exclusion limits for the single top
cross section of σ < 0.55 pb and for the anomalous FCNC
tuγ coupling of |κtuγ |< 0.27 are also derived at 95%CL.
ZEUS selects no event in the leptonic channel and ob-

serves no excess over the Standard Model prediction in the
hadronic channel. Therefore, limits are set on the FCNC
couplings of the type tqV . The contribution of the charm
quark, which has only a small density in the proton at high
x, is ignored by setting κtcγ = vtcZ = 0. Only the anoma-
lous couplings involving a u-quark and κtuγ and vtuZ , are
considered. By combining the results from both the lep-
tonic and hadronic channels, an upper limit of κtuγ < 0.174
at 95% CL is derived assuming mtop = 175GeV/c

2. The
limit is κtuγ < 0.158(0.210) for mtop = 170(180)GeV/c

2.
The above coupling limit corresponds to a limit on the
cross section for single top production of σ(ep→ etX,

√
s=

318GeV)< 0.225 pb at 95% CL.
The HERA bounds extend into a region of parameter

space so far not covered by experiments at LEP and the
TEVATRON.

6.5.3 Search for single top quark production
via FCNC at LEP

Due to its large mass, top quarks may only be singly pro-
duced at the e+e− collider LEP. Single top quark produc-
tion in the Standard Model process e+e−→ e−ν̄etb̄ has
a cross section of about 10−4 fb at LEP 2 energies [428–
430] and can not be seen with the available luminosities.
Another possible process for single top production is the
flavour-changing neutral current reaction e+e− → t̄c(u).
Such FCNC interactions are known to be absent at the tree
level in the Standard Model but can naturally appear at
the one-loop level due to CKMmixing which leads to cross
sections of the order of 10−9 fb at LEP 2 energies [431].
The LEP experiments ALEPH, DELPHI, L3 and

OPAL have searched for anomalous single top quark pro-
duction via FCNC [432–435] in the leptonic and hadronic
decay modes of the W -boson from the top quark decay,
using approximately 214, 541, 634, 600 pb−1 at centre-
of-mass energies between 189 and 209GeV, respectively.
In principle, a large FCNC coupling could not only lead
to the associated production of a top plus a light quark
at LEP 2, but also to sizable branching ratios of the top
quark into γc(u) or Zc(u). This analysis uses only the
t→Wb channel. The reduction of the branching ratio
B(t→Wb) due to possible FCNC decays is taken into ac-
count in the result calculation. ALEPH observes (expects)
2 (2.1) events in the semileptonic and 22 (18) events in
the hadronic decay mode. DELPHI observes (expects) 10
(10.8) events in the semileptonic and 99 (100.1) events
in the hadronic decay mode. L3 observes (expects) 346

Table 47. 95% CL upper limits on the flavour-changing neu-
tral current couplings κγ and κZ from the LEP experiments for
mt = 169, 174, and 179 GeV/c

2. The DELPHI and L3 limits are
given for mt = 170, 175, and 180 GeV/c

2

Experiment κγ < . . . for mt = κZ < . . . for mt =
169 174 179 169 174 179

ALEPH 0.44 0.49 0.56 0.37 0.42 0.50
DELPHI 0.40 0.49 0.61 0.34 0.41 0.53
L3 0.43 0.43 0.49 0.38 0.37 0.43
OPAL 0.39 0.48 0.60 0.34 0.41 0.52

(357) events in the semileptonic and 321 (288) events in
the hadronic decay mode. OPAL observes (expects) 85
(84) events in the semileptonic and hadronic decay mode
combined
No evidence for single top quark production is observed

in e+e− collisions at centre-of-mass energies between 189
and 209GeV. Limits on the single top cross section have
been derived at the 95% CL from the measurements on
the number of observed events, the reconstruction efficien-
cies, and the integrated luminosities. The combination of
all the data can be used to determine limits on the anoma-
lous coupling parameters κγ and κZ . Each centre-of-mass
energy for the leptonic and the hadronic channel is used as
an independent channel. Taking statistical and systematic
errors into account, limits on the anomalous coupling pa-
rameters in the κγ −κZ plane are derived at the 95% CL,
where the reduction of the branching ratioB(t→Wb) due

Fig. 94. Exclusion regions at 95% CL in the κtuγ − vtuZ
plane of the FCNC couplings for ZEUS, H1, the LEP ex-
periments and CDF along with the prospects for the HERA
and TEVATRON experiments with higher luminosity samples
(from [436])
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to possible FCNC decays derived at each point in the κγ−
κW plane is taken into account in the limit calculation. The
final upper limits on the flavour-changing neutral current
coupling κγ and κZ at 95% CL are summarised in Table 47.
The LEP experiments have approximately equal sensitiv-
ity to both couplings.

6.5.4 Summary

Figure 94 [436] shows the 95% CL limits on the FCNC
couplings κγ and κZ of the different experiments along
with high luminosity projections for HERA-II and the
TEVATRON in Run II. HERA has the highest sensitivity
to the κtuγ coupling and will improve that even more dur-
ing the coming years. LEP has the highest sensitivity to
the κtuZ coupling, but the TEVATRON experiments will
improve their sensitivity with 2 fb−1 per experiment to ap-
proximately equal strength.

7 Fundamental properties of the top quark

7.1 The mass of the top quark

The direct observation of the top quark in 1995 [42, 43, 437]
was anticipated since the b-quark was expected to have
an isospin partner to ensure the viability of the Standard
Model, and therefore not a big surprise. What was a sur-
prise is the very large mass of the top quark, almost 35
times the b-quarkmass. The top quarkmass is a fundamen-
tal parameter in the StandardModel, and plays an import-
ant role in electroweak radiative corrections, and therefore
in constraining the mass of the Higgs boson. A large value
of the top quark mass [46] indicates a strong Yukawa coup-
ling to the Higgs, and could provide special insights in our
understanding of electroweak symmetry breaking [438].
The top quark mass could have a different origin than
the masses of the other light quarks. Thus, precise meas-
urements of the top quark mass provide a crucial test of
the consistency of the Standard Model and could indicate
a strong hint for physics beyond the Standard Model. In
doing that, it is important to measure and compare the
top quark mass in the different decay channels. Since all
top mass measurements assume a sample composition of tt̄
and Standard Model background events, any discrepancy
among the measured top masses could indicate the pres-
ence of non-Standard Model events in the samples.
The top mass has been measured in the lepton+ jets,

dilepton and the all-jets channel by both CDF and DØ.
At present, the most precise measurements come from
the lepton+ jets channel containing four or more jets
and large missing ET. In this channel, three basic tech-
niques are employed to extract the top mass. In the first,
the so-called “template method” (TM) [42, 43, 87], a two-
constraint kinematic fit is performed to the hypothesis
tt→W+bW−b→ 
ν�bqq

′b for each event, assuming that
the four jets of highest ET originate from the four quarks
in tt decay. There are 24 possible solutions reflecting the
allowed assignment of the final-state quarks to jets and two

possible solutions for the longitudinal momentum, pz, of
the neutrino when theW mass constraint is imposed on the
leptonicW decay. The number of solutions is reduced to 12
when a jet with an identified secondary vertex is assigned
as one of the b-quarks, and to 4 when the event has two
such secondary vertices. A χ2 variable is built based on the
agreement of each possible solution with the tt hypothesis
and the solution with the lowest χ2 is defined as the best
choice. The shape of the distribution of top masses from
these fitted events is compared to templates modelled from
a mixture of signal and background distributions for a se-
ries of assumed top masses. This comparison yields values
of a likelihood as a function of the top mass hypothesis,
from which a best value of the top mass and its uncer-
tainty are obtained. In the second method, the “matrix
element/dynamic likelihood method” (ME/DLM), similar
to that originally suggested by Kondo et al. [400, 439–442]
and Dalitz and Goldstein [367, 399, 443], for each event
a probability is calculated as a function of the top mass,
using a leading order matrix element. All possible assign-
ments of reconstructed jets to final-state quarks are used,
each weighted by a probability determined from the ma-
trix element. The correspondence between measured four-
vectors and parton-level four-vectors is taken into account
using probabilistic transfer functions. CDF (TM) and DØ
(ME/DLM) reduce the jet energy scale uncertainty by per-
forming a simultaneous, in situ fit to the W → jj hypoth-
esis using the jets without identified secondary vertices. In
a third method, the “ideogram method” [444, 445], which
combines some of the features of the above two techniques,
each event is compared to the signal and background mass
spectrum, weighted by the χ2 probability of the kinematic
fit for all 24 jet-quark combinations and an event probabil-
ity. The latter is determined from the signal fraction in the
sample and the event-by-event purity, as determined from
a topological discriminant in Monte Carlo events.
Less precise determinations of the top mass come from

the dilepton channel with two or more jets and large miss-
ingET, and from the all-jets channel. In the dilepton chan-
nel, a kinematically constrained fit is not possible because
there are two neutrinos, so experiments must employ addi-
tional information in order to extract the mass. The gen-
eral idea is based on the fact that, assuming a value formt,
the tt system can be reconstructed up to an eight-fold am-
biguity from the choice of associating leptons and quarks to
jets and due to the two solutions to the pz of each neutrino.
Two basic techniques are employed, one based on matrix
elements and one using templates, as in the lepton+ jets
channel. The first, ME/DLM, uses weights based on the
SM matrix element for an assumed mass given the meas-
ured four-vectors (and integrating over the unknowns) to
form a joint likelihood as a function of the top mass for the
ensemble of fitted events. The second class of techniques in-
corporates additional information to render the kinematic
system solvable. In this class, there are two techniques that
assign a weight as a function of top mass for each event
based on solving for either the azimuth, φ, of each neu-
trino given an assumed η, (η(ν)) [370, 398, 446], or for η of
each neutrino given an assumed φ, (φ(ν)) [447]. A mod-
ification of the latter method, (MWT) [370, 398], solves
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for η of each neutrino requiring the sum of the neutrino
pT’s to equal the measured missing ET vector. In another
technique, (pz(tt)) [448], the kinematic system is rendered
solvable by the addition of the requirement that the pz of
the tt system, equal to the sum of the pz of the t and t,
be zero within a Gaussian uncertainty of 180GeV/c. In
each of the techniques in this second class, a single mass
per event is extracted and a top mass value found using
a Monte Carlo template fit to the single-event masses in
a manner similar to that employed in the lepton+ jets TM
technique.
In the all-jets channel there is no unknown neutrino mo-

mentum to deal with, but the S/B is the poorest. Both
CDF and DØ use events with 6 or more jets, of which
at least one is b-tagged. In addition, DØ uses a neural
network selection based on eight kinematic variables, and
a top-quark mass is reconstructed from the jet-quark com-
bination that best fits the hadronicW -mass constraint and
the equal-mass constraint for the two top quarks. At CDF,
events with one b-tagged jet are required to pass a strict
set of kinematic criteria, while events with two b-tagged
jets are required to exceed a minimum total energy. The
top quark mass for each event is then reconstructed apply-
ing the same fitting technique used in the 
+jets mode.
At both, CDF and DØ the resulting mass distribution is
compared to Monte Carlo templates for various top quark
masses and the background distribution, and a maximum
likelihood technique is used to extract the final measured
value ofmt and its uncertainty.
It should be noted that the different techniques make

assumptions about the Standard Model-like production
and decay of the top quark at different levels. In general,
methods which make stronger assumptions about the top
quark production and decay mechanism, such as the ma-
trix element/dynamic likelihood method, have the high-
est sensitivity to the top quark mass. Simple template
methods in the lepton+ jets channel, which only rely on
energy and momentum conservation in the kinematic re-
construction and detector resolution functions, are on the
one hand less sensitive to the top quark mass but on the
other hand more stable with respect to possible modifica-
tion in the details of the production and decay mechanisms
involved.
In this chapter, the different analyses are described in

turn, including prospects for scenarios with integrated lu-
minosity up to 8 fb−1 in some of the lepton+ jets analyses
and the combination of the top quark mass measurements
by the TEVATRON Electroweak Working Group. A sum-
mary table and plot is shown at the end of this chapter.

7.1.1 CDF analyses

Lepton+ jets channels.

1-dimensional template analysis. CDF has measured the
top quark mass in 162 pb−1 of Run-II data, using lep-
ton+ jets events with one or more secondary vertex b-tags
and applying the 1-dimensional template method [449].
Lepton+jets events are selected according to the stan-
dard event selection (Sect. 4.2.3). In addition, out of the

four or more jets, the first three should have a measured
ET > 15 GeV and η < 2.0 and the fourth jet passes a re-
laxed ET > 8 GeV cut. One of the jets with ET > 15 GeV
should be identified as a b-jet using the SecVtx algorithm
(Sect. 3.3.7). Events with 8 GeV<Ej4T < 15 GeV are called
“3.5-jet events”. In this analysis, a total of 10 such 3.5-
jet events and 27 4-jet events are selected, of which one is
a double b-tagged 3.5-jet event, and four are double-tagged
4-jet events. For each lepton+ jet event, an invariant mass
of the top quark is reconstructed using the lepton, four
jets, and missing transverse energy. The invariant mass
distribution for the tt̄ candidates in data is compared to
equivalent distributions for tt̄ Monte Carlo with different
top quark pole masses (called top mass templates). This
comparison is quantified and the best estimate for the true
top pole mass in the data is determined using a maximum
likelihood.
In the event reconstruction, the jet energies are cor-

rected for different hadronisation effects of b and light
quark jets and for semi-leptonic b-decays. In the lepton+
jets events with one b-tagged jet, there are six ways to as-
sign four leading jets to the four quarks in a tt̄ lepton+ jets
event, while there are two solutions for the longitudinal
momentum of the neutrinos, obtained from a quadratic
equation in the kinematics. In this reconstruction, 5 and
0.5GeV/c2 are assigned for the masses of the b-quark and
the light quarks, respectively. A kinematic fit is performed
on each event, where MINUIT [450] is used to minimise the
following χ2:

χ2 =
∑

i=l,4jets

(
pi,fitT −pi,measT

)2
σ2i

+
∑
j=x,y

(
pUE,fitj −pUE,measj

)2
σ2i

+
(Mjj −MW )2

Γ 2W
+
(M�ν −MW )2

Γ 2W

+
(Mbjj −Mt)2

Γ 2t
+
(Mb�ν−Mt)2

Γ 2t
, (142)

where σ� and σjet are the transverse momentum or en-
ergy resolutions of the lepton and four leading jets, and

pUEx,y and σx,y are the unclustered energy (not clustered
into jets) and its resolution. The mass of the t and t̄
quark are constrained to be the same, and the two W
masses are both constrained to the PDG value of MW =
80.41GeV/c2 [167]. In each event, from 12 combinations
(only 4 for double-tags) the one with the lowest χ2 is
chosen as the best jet-parton assignment. An additional
requirement of χ2min < 9 rejects badly reconstructed tt̄
events. This cut has ≈ 80% efficiency for signal, and gives
≈ 30% rejection power for the background. 28 out of the 37
events pass this cut.
In order to extract the top quark mass, top mass tem-

plates need to be constructed for signal and backgrounds.
Signal templates are generated using HERWIG Monte
Carlo [226, 227] with the input top quark mass value in
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2.5–5 GeV/c2 intervals from 130 to 230GeV/c2. Smooth
functions are fitted to these normalised distributions,
yielding the probability density function Psig(mrec;mtop)
to reconstruct a mass mrec for a given true top quark
mass, mtop. The background is mainly due to W -boson
production associated with a b-jet or associated gluon
jets with a misidentified b-jet (mistags), and QCD mul-
tijet background due to fake leptons. Templates for this
background are constructed using Monte Carlo samples
generated with ALPGEN [224] and PYTHIA [223] and fit-
ted to a smooth function, yielding the probability density
function, Pb(mrec) to reconstruct a mass mrec from back-
ground events.
The mass of the top quark is extracted using a max-

imum likelihood method:

L= Lshape×Lbg×Lparams , (143)

Lshape =
e−(ns+nb)(ns+nb)

N

N !

×
N∏
i=1

nsPsig(mi;mtop)+nbPb(mi)

ns+nb
,

(144)

− lnLbg =

(
nb−n

expect
b

)2
2σ2nb

, (145)

− lnLparams =
17∑
i=0

17∑
j=0

1

2

(
δpsigi C

sig
ij δp

sig
j

)

+
2∑
i=0

2∑
j=0

1

2

(
δpbiC

b
ijδp

b
j

)
. (146)

The likelihood Lshape is the joint probability density for
a sample ofN reconstructedmassesmi to come from a par-
ent distribution with a background fraction, nb/(nb+ns).
The shapes of the previously described templates (prob-
ability densities) enter here. The background fraction is
constrained by the background likelihood Lbg to be con-
sistent with the expected background nexpectb . Because of
the finite statistics of the Monte Carlo sample, the shapes
of the signal and background templates are constrained
to agree with the input parameter values using the like-
lihood Lparams. C is the inverted covariance matrix, and
δpi is the deviation from the input parameter values pi,
describing the probability density functions. With these
constraints, the likelihood is maximised with respect to
the true top quark mass, mtop. The resulting statistical
error is scaled up by 1.065 to satisfy 68% coverage of the
true value, as the pull width is found in Monte Carlo
ensemble tests to be slightly larger than one. Each sys-
tematic uncertainty is estimated by performing a series
of pseudo-experiments with Monte Carlo samples modi-
fied by ±1σ of the respective source of systematic ef-
fects. A summary of the systematic uncertainties is given
in Table 48.
The application of the likelihood fit to the 28 selected

events yields a top quark mass of:

mtop = 174.9
+7.1
−7.7( stat.)±6.5( syst.)GeV/c

2 . (147)

Table 48. Summary of the systematic uncertainties forW+≥
3.5 jets andW+≥ 4 jets events in the 1-dimensional CDF tem-
plate analysis

Source of systematics ∆mtop (GeV/c
2)

≥ 3.5 jets ≥ 4 jets

Jet energy calibration 6.3 6.6
ISR 0.4 0.6
FSR 0.9 1.0
PDF’s 0.2 0.2
Generators 0.4 0.4
Background shape 0.8 0.8

Other MC modelling (jet reso., ptopT ) 0.7 0.7
b-tagging 0.1 0.1

Total 6.5 6.8

2-dimensional template analysis. CDF has developed the
template method further and now also employs the recon-
structed mass of the hadronicW -boson decaysW → jj to
constrain in situ the largest systematic uncertainty of the
top quark mass measurement: the jet energy scale. Monte
Carlo templates of the reconstructed top quark and W -
boson mass are produced as a function of the true top
quark mass and the jet energy scale and compare to the
data using a likelihood fit. CDF applies this technique to
138 tt̄ lepton+ jets events, selected in 318 pb−1 of Run-
II data [176]. The lepton+ jets events are selected as in
the 1-dimensional template analysis described before, in-
cluding the χ2 < 9 cut on the χ2 of the kinematic fit. This
latter requirement is not applied for the W -boson mass
reconstruction since it reduces the sensitivity of this ob-
servable to the jet energy scale. To improve the statistical
power of the method, the lepton+ jets sample is divided
into four subsamples with different sensitivity to the mass
of the top quark. Events with 2-, 1-, and 0-tag (using
the SecVtx algorithm – Sect. 3.3.7) are considered sepa-
rately since the mass resolution, which is dominated by
incorrect jet-quark combinations, improves and the back-
ground level decreases with increasing number of b-tags.
Events with 1-tag are separated further. Events in the
1-tag(T) (‘tight’) category have 4 jets with ET > 15 GeV,
while events in the 1-tag(L) (‘loose’) category have 3 jets
with ET > 15GeV and the 4th jet with 8<ET < 15 GeV.
Events in the 1-tag(T) sample are less contaminated by
background.
The a priori determination of the jet energy scale, using

information from external, independent data sets, with all
the different corrections is described in Sect. 3.3.2. The re-
sulting ±1σ total uncertainty on the jet energy scale is
used as the unit of jet energy scale in this analysis. Fur-
thermore, this a priori information on the jet energy scale
is used in the likelihood fit as an additional constraint on
the jet energy scale (JES). tt̄ events are simulated using
the HERWIG Monte Carlo program [226, 227] for various
values of the true top quark mass and jet energy scale hy-
pothesis. A kinematic fit, identical to the one described in
the 1-dimensional template analysis before, is employed.
The χ2 of the fit is calculated according to (142). The tt̄



A. Quadt: Top quark physics at hadron colliders 935

hypothesis is fit to the 12 possible assignments of jets to
quarks. The number of jet-quark assignments is reduced
to 6 and 2 when 1- and 2-tags are available, respectively.
There is always an additional combination due to the 2
solutions for the pz of the neutrino arising from solving
a quadratic equation. The jet-quark assignment yielding
the lowest χ2 is chosen for the top mass reconstruction.
The efficiency for the additional requirement of χ2 < 9
ranges from 65% (38%) for 2-tag events to 91% (83%) for
0-tag events for signal (background) events.
The dijet mass from the hadronic W -boson decay mjj

is sensitive to the jet energy scale but is relatively insensi-
tive to the true top quark mass. It can thus be used to de-
termine fully in situ the jet energy scale with little uncer-
tainty onmtop. In this analysis, the jet energy scale is deter-
mined using both themjj templates and the a priori deter-
mination of the jet energy scale, providing an optimal con-
straint on this parameter (JES). mjj is reconstructed from
the measured three-jet momenta of the jets without using
a χ2 fitter. All possible assignments of the four highest-ET
jets, that are not b-tagged, to the quarks from the W de-
cay are considered yielding 1, 3, and 6mjj values per event
for the 2-tag, 1-tag and 0-tag subsample, respectively, and
therefore providing optimal sensitivity ofmjj to JES.
Distributions of mrecot and mjj are constructed from

HERWIG tt̄ Monte Carlo for mtop values from 130 to
230GeV/c2 andJESvalues varying from−3 to+3σ. Smooth
probability density functions (Psig(m

reco
t ;mtop, JES) and

Psig(mj ;mtop, JES)) are obtained by fitting the mass dis-
tributions as a function of mtop and JES. The parameters
of the fit functions depend linearly on each of these two pa-
rameters.Figure 95 shows the reconstructed topquarkmass
distribution for various true top quark masses (JES fixed
at 0) for the 2-tag subsample (left). Also shown in Fig. 95 is
themjj distribution for various jet energy scale values (mtop
fixed at 175GeV/c2) for the 2-tag subsample (right). Back-
ground templates for theW +jets background with heavy
flavour production and mistagged jets are reconstructed
using the ALPGEN [224]Monte Carlo samples. The mistag
template is also used for theQCDmultijet background tem-
plate, as they are found to have very similar shape. The re-
sulting probability density functions for background events
do not depend onmtop and JES.

Fig. 95. Left: Signal mrecot
templates with top quarkmas-
ses ranging from 145 GeV/c2

to 205 GeV/c2 (JES set to
0) for the 2-tag subsample.
Right: Signal mjj for JES
values ranging from −3σ to
+3σ (mtop set to 175 GeV/c

2)
for the 2-tag subsamples.
Overlaid are the fitted param-
eterisations at each generated
mass (left) and JES (right)

The reconstructed mass distributions from data are
compared to the signal and background templates using
an unbinned likelihood fit. The likelihood involves param-
eters for the expectation values of the number of signal and
background events in each subsample, and for the true top
quark pole mass and jet energy scale. For each subsample,
the likelihood is given by:

Lsample = L
mrecot
shape ×L

mjj
shape×Lnev×Lbg , (148)

where

L
mrecot
shape =

rW∏
k=1

εsn
W
s Ps

(
mkt ;mtop, JES

)
+ εbn

W
b Pb

(
mkt

)
εsnWs + εbn

W
b

,

(149)

L
mjj
shape =

rWnci∏
k=1

nWs Ps
(
mkjj ;mtop, JES

)
+nWb Pb

(
mkjj

)
nWs +n

W
b

,

(150)

Lnev =
∑

rWs +r
W
b
=rW

PPois
(
rWs ;n

W
s

)
PPois

(
RWb ;n

W
b

)

(151)

×

⎡
⎢⎣
rts,b≤r

W
s,b∑

rts+r
t
b
=rt

Pbin
(
rts; r

W
s , εs

)
Pbin

(
rtb; r

W
b , εb

)
⎤
⎥⎦ ,
(152)

Lbg = exp

⎛
⎝−

(
nWb −n

W
b (const)

)2
2σ2
nW
b

⎞
⎠ . (153)

The most information on the true top quark mass

is provided by the products in L
mrecot
shape , the k-th term of

which gives the probability of observing the k-th data
event with reconstructed mass mk, given the background
template, Pb(mk), and the signal template with a true
top quark mass of mtop and energy scale shift JES,
Ps(mk;mtop, JES). The third term represents the infor-
mation arising from the number of signal and background
events in the top quark mass and dijet mass samples,
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which are correlated. The number of expected signal and
background events in the W → jj sample is denoted nWs
and nWb , respectively. The expected numbers of signal and
background events in the mrecot sample are given by εsn

W
s

and εbn
W
b , respectively, where the two parameters εs and

εb represent the efficiency of the χ
2 cut for signal and

background events. The third term in the likelihood, Lnev,
expresses the likelihood associated with observing rW and
rt events in the two samples given the expected number
of events and the expected efficiencies. The first sum ex-
presses the Poisson probability to observe rWs signal and
rWb background events given Poissonmeans of n

W
s and n

W
b ,

respectively. The sum in the third term runs over those sig-
nal and background events that equal the observed number
of events in the mjj sample: r

W
s + r

W
b = r

W . For each pair
in this sum, the binomial probability to observe rts signal
events and rtb background events in the mt sample gives
the number of observed events in the mjj sample and the
χ2min cut efficiency is included. The second sum in the Lnev
runs over the pairs of signal and background events in the
mt sample that equal the observed number of events: r

t
s+

rtb = r
t. When independent estimates of background are

available, the background normalisations are constrained
in the likelihood fit by Gaussian terms with the form of
Lbg. The background normalisations are constrained for
the 2-tag, 1-tag(T), and 1-tag(L) samples. Both, ns and nb
are required to be greater than zero.
The a priori constraint on the jet energy scale is used in

the likelihood in the form of a Gaussian constraint:

LJES = exp

(
−
(JES−JESexpected)2

2σ2JES

)

= exp

(
−
JES2

2

)
, (154)

where the simplification arises by the definition of the
measured energy scale, JESexpected= 0 and the uncertainty
σJES = 1.0.
The total likelihood is given by the product of the like-

lihoods for the four subsamples and the jet energy scale
constraint:

L= L2-tag×L1-tag(T)×L1-tag(L)
×L0-tag×LJES . (155)

Fig. 96. Left: 1-dimensional
distribution of the reconstruc-
ted top quark masses, mtop,
for each subsample with the
MC templates overlaid cor-
responding to the best fit.
Right: Confidence level con-
tour of the likelihood in the
mtop, JES plane for the com-
bined fit to the four subsam-
ples

Table 49. Summary of the systematic uncertainties for the
2-dimensional CDF template analysis

Source of systematics ∆mtop (GeV/c
2) ∆JES(σ)

Jet energy scale N/A N/A
b-jet energy scale 0.6 0.25
Fit method 0.5 0.02
ISR modelling 0.4 0.08
FSR modelling 0.6 0.06
PDF’s 0.3 0.04
Monte Carlo generators 0.2 0.15

Bgd shape (Q2 scale) 1.1 0.17
b-tagging 0.1 0.01
MC statistics 0.3 0.05

Total 1.7 0.36

The true top quark massmtop and the jet energy scale JES
are shared between the four likelihoods and are free param-
eters in the fit. The likelihood is maximised with respect
to all ten parameters (ns and nb for four subsamples, JES,
andmtop).
Ensemble tests of the procedure show that the pull

width as a function of mtop is slightly larger than one:
1.027. The statistical uncertainties obtained in the data are
scaled by that factor to guarantee 68% coverage of the 1σ
uncertainties. Various sources of systematic uncertainties
are considered for this measurement, apart from the jet en-
ergy scale that is given from the fit. Table 49 summarises
the estimated impact of those sources on the measurement
of the top quark mass.
As a result, the mass of the top quark has been meas-

ured to be

mtop = 173.5
+3.7
−3.6 (stat.+JES)±1.7 (syst.)GeV/c

2

= 173.5+2.7−2.6 (stat.)±2.5 (JES)±1.7 (syst.)GeV/c
2

(156)

and the measurement of the jet energy scale is −0.10+0.78−0.80
(stat.)±0.36 (syst.)σ, i.e. fully consistent with the result of
the a priori jet energy scale. Figure 96 (left) shows the con-
fidence level contour of the likelihood in the (mtop, JES)
plane for the combined fit to the four subsamples. The
cross-hair shows the best fit point. For demonstration pur-
poses, Fig. 96 also shows the 1-dimensional distribution of
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Fig. 97. Prospects for the jet
energy scale uncertainty from
W → jj calibration (left) and
the total top mass uncer-
tainty (right) as a function
of integrated luminosity. Note
the significant improvement
over the projection made in
the technical design report in
1996

the reconstructed top quark masses, mtop, for each sub-
sample with the MC templates overlaid corresponding to
the best fit.
The jet energy scale has also been estimated for the pre-

viously described 1-dimensional template analysis, which
s also used as a cross check, yielding 3.1GeV/c2 instead
of 2.5 GeV/c2 in the 2-dimensional template analysis. This
clearly demonstrates that including the in situ calibration
in addition to the external calibration of the jet energy
scale improves the result further. In comparison to the 1-
dimensional template analysis described above, however,
it is also clear that most of the improvement in the jet
energy scale uncertainty does originate from numerous,
detailed studies and significant improvements in the un-
derstanding of the external jet energy scale calibration,
rather than from the W → jj constraint. In the future,
however, the jet energy scale uncertainty is expected to
improve down to ≈ 1 GeV/c2 as more data is available
to perform the W → jj calibration, as shown in Fig. 97.
The total top mass uncertainty in the lepton+ jets chan-
nel measured in CDF is therefore expected to decrease to
≈ 2 GeV/c2.

1-dimensional template analysis using the jet probability
algorithm. In another 1-dimensional template analysis of
318 pb−1, CDF measures the mass of the top quark in lep-
ton+ jets events, in which the tt̄ content is enhanced by
using the jet probability tagger in addition to the SecVtx
b-tagging algorithm [451].
The lepton+ jets events are selected according to the

standard selection criteria (Sect. 4.2.3). Four or more jets
within |η|< 2.0 are required with ET > 15GeV for the first
three, and ET > 8 GeV for the fourth jet in tagged events.
In 0-tag events, a tighter cut is applied on jets in order
to reduce the background: ET > 21 GeV for the first four
jets. The jet probability b-tagging algorithm (Sect. 3.3.7),
has a looser tagging condition than SecVtx (Sect. 3.3.7),
resulting in a higher efficiency for heavy flavour jets (per
jet on average 28% for SecVtx and 33% for jet probabil-
ity) at the price of a slightly higher mistag rate (per jet
on average 0.34% for SecVtx and 4.1% for jet probability).
Since SecVtx is better at rejecting light flavour jets than
jet probability, at least one jet in the event is required to

be tagged by SecVtx. Jet probability is used as a second
b-tag requirement to enhance the double tagging capabil-
ity in the analysis, aiming at tagging the second b-jet in
an event. The jet probability cut value is optimised for the
best expected statistical precision of this analysis, using
Monte Carlo ensemble testing. The candidate event sample
is subdivided into five categories, labelled 0-tag, 1-tag(L),
1-tag(T), 2-tag(S+S), and 2-tag(S+J), with 20, 21, 43, 16
and 18 candidate events respectively. The definition of the
categories is equivalent to those in 2-dimensional template
analysis, except that the double tagged events are labelled
S+S if they have two SecVtx tags, and S+J if they have one
SecVtx and one jet probability tag.
Using the same kinematic fit, χ2 definition and cut, and

the same Monte Carlo samples as in the 1-dimensional and
2-dimensional template methods described above, the 1-
dimensional signal and background templates are derived
and fitted to smooth functions, yielding the probability
densities fs(m

reco
t ;mtop) and fb(m

reco
t ). The number of al-

lowed jet-quark assignments is 24 for 0-tag, 12 for 1-tag,
and 4 for 2-tag events.
The top quark mass is determined by fitting the recon-

structed top mass distribution in the data sample to a sum
of templates for the tt̄ signal and background using an un-
binned likelihoodmethod. The likelihoodL for each tagged
sample is the product of two likelihoods:L=Lshape×Lbkg,
where Lshape and Lbkg describe the likelihoods for the
top mass distribution and for the number of background
events:

Lshape =
e−(Ns+Nb)(Ns+Nb)

N

N !

×
N∏
i=1

Nsfs(m
i
t;mtop, α)+Nbfb(m

i
t;β)

Ns+Nb
,

(157)

Lbkg = exp

⎛
⎝−1
2

(Nb−N
pred.
b )2

σ2
n
pred.
b

⎞
⎠ . (158)

Here,mit is the reconstructed top mass of event i in the
data sample. In this fit, mtop, Ns and Nb are free parame-
ters, describing the true top mass, and the number of signal
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and background events, respectively. N is the total num-
ber of events in the sample, and α and β are the parame-
ters of the smooth probability density functions describing
the signal and background template shapes. The quanti-
ties Npred.b and σ

N
pred.
b

refer to the estimated number of

background event and its error. In the 0-tag sample, the
number of background events is not constrained, so that:
L0−tag = L0-tagshape. Since the subsamples are statistically in-
dependent of each other, they are combined by multiplying
the likelihood functions:

Lcombine = L0−tag×L1−tag(L)×L1−tag(T )

×L2−tag(S+S)×L2-tag(S+J) . (159)

The true top quark mass is a free parameter that is com-
mon to the five likelihood functions. The statistical errors
are scaled by a factor 1.037, due to the pull distributions
observed to be slightly larger than 1.0.
Table 50 summarises the systematic uncertainties in

this top quark mass measurement. The jet energy scale
is clearly the dominant component. Figure 98 shows the
reconstructed top mass distributions along with the like-
lihood fit to data for the five subsamples separately. The
resulting combined measurement of the top quark mass is:

mtop = 173.0
+2.9
−2.8 (stat.)±3.3 (syst.)GeV/c

2 . (160)

Dynamical likelihood method. CDF has measured the mass
of the top quark in lepton+ jets events, applying the dy-
namical likelihood method (DLM) to 318 pb−1 of Run-II
data [452]. The analysis is described and compared to an
earlier version using the same technique [453], but based

Fig. 98. Results of the likelihood fit to data in the jet probability analysis: The histograms are distributions of the reconstructed
top mass in data. The lines show the best fit and the background component in the five different subsamples

Table 50. Summary of the systematic un-
certainties for the jet probability template
analysis

Source of systematics ∆mtop (GeV/c
2)

ISR modelling 0.3
FSR modelling 0.6
Jet energy scale 3.0
PDF’s 0.4
MC generators 0.2
b-jet modelling 0.6
Background shape 0.7
b-tagging 0.3
MC statistics 0.4

Total 3.3

on 162 pb−1 and using an earlier version of the CDF-II jet
energy calibration.
The lepton+ jets tt̄ candidates events are selected ac-

cording to the standard event selection (Sect. 4.2.3). In
order to minimise the contamination by initial and fi-
nal state radiation, exactly four jets with ET ≥ 15 GeV
and |η| < 2.0 are required. At least one of the four jets
has to be identified as a b-jet using the SecVtx algorithm
(Sect. 3.3.7). This selection yields 63 (22) events in the
318(162) pb−1 analysis.
The dynamic likelihood method (DLM) [400, 439–442]

assumes the StandardModel and uses the differential cross
section per unit phase space to infer the parton kinemat-
ics and the mass of the top quark. Each event is given
an individual probability to be a tt̄ event of a certain,
hypothesised top quark mass mtop, taking the observed
kinematics of the final state jets and leptons and, most im-
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portantly, their individual resolutions into account. Well
measured events enter the overall likelihood with a higher
weight than not so well measured events, while in the pre-
viously described template analyses, all events enter 1- or
2-dimensional histograms with the same weight. Any infor-
mation on individual events is lost in those analyses.
The dynamic likelihood method is very similar to DØ’s

matrix element method, which was the first method ap-
plied to the TEVATRON data, that constructs individual
event likelihoods. It was applied to DØ’s Run-I data in
the lepton+ jets channel ([396, 397], Sect. 7.1.2). The DØ
matrix element method is strongly inspired by the publica-
tions of Dalitz and Goldstein [367, 399, 443].
The parton process in a pp̄ collision can generally be

written as

a/p+ b/p̄→ . . .→ C,C ≡
n∑
i=1

ci , (161)

where a and b are the initial partons, a quark, antiquark
or gluon, in the proton and anti-proton, respectively, and
c1, c2, . . . , cn are final state partons. In the case of the tt̄
lepton+ jets channel, the initial parton set (a, b) is (q, q̄)

or (g, g), and the final partons are 
+, ν, q, b, q̄′, b̄ or their
anti-particles, where 
 = e or µ and q, q̄′ are quarks from
theW -boson decay. The final partons are assumed to have
their pole masses so that the 3-momenta define their states
unambiguously.
The hadronic cross section for the tt̄ production is given

by

dσ = dzadzbd
2pTf

∗
a/p(za)f

∗
b/p̄fT(pT)

× σ̂(a+ b→C;mtop) , (162)

where mtop is the mass of the top quark, and dσ̂ is the
parton level cross section,

dσ̂(a+ b→ C;mtop) =
(2π)4δ4(a+ b−C)
4
√
(a b)2−m2am

2
b

×|M(a+ b→ C;mtop)|
2

× dΦ(f)n (a+ b;C) . (163)

Variables za and zb are the energy fractions of a and
b in hadrons p and p̄, respectively, and pT is the total
transverse 3-momentum of the initial and final systems.
Functions f∗a/p(za) and f

∗
b/p̄(zb) denote the effective parton

(longitudinal momentum) distribution functions (PDF’s),
while fT(pT) is the probability function for the total trans-
verse momentum of the system acquired by initial state
radiation.M is the matrix element of process (161), which
includes the strong production mechanism of the top quark
pair, their decays to a W -bosons and b-quarks, and the
subsequent decay of the W -boson. t, t̄, W+ and W− are
treated as resonances on their mass shell. dΦ

(f)
n is the

Lorentz invariant phase space factor,

dΦ(f)n ≡
n∏
i=1

d3ci
(2π)32Ei

. (164)

The basic postulate in the dynamic likelihood method
is that final partons in a single event occupy an n-
dimensional unit phase space in the neighbourhood of
c(c1, . . . , cn). The total probability for this final state to
occur is obtained by integrating (162) with initial state
variables, za, zb and pT, as

dσ

dΦ
(f)
n

= I(a, b)|M(a+ b→C;mtop)|
2 , where

(165)

I(a, b) =
(2π)4

4
√
(a b)2−m2am

2
b

×f∗a/p(za)f
∗
b/p̄(zb)fT(pT) , (166)

is the integration factor for the initial state. Because of the
δ-function in (163), the initial parton momenta a and b are
uniquely defined by that of C.
When the parton kinematics are given, the likelihood is

defined as

L1(mtop|c) = l0
dσ

dΦ
(f)
n

, (167)

where l0 stands for the integrated luminosity required to
generate the event. Since the beam state is unknown, it is
set to a constant (according to Bayes’s postulate).
Final partons are not directly observed; they undergo

parton-shower/hadronisation and are observed by detec-
tors with finite resolution. Quarks and gluons are observed
as jets. The correlation between the final parton state and
observed quantities (observables) are described by trans-
fer functions (TF, equivalent to resolution functions), de-
noted by w(y|x||mtop), which represents an mtop depen-
dent probability density function for the observable ywhen
the corresponding parton variable x is given. In this an-
alysis, transfer functions are only used for jets, as the lep-
ton kinematics are relatively well measured. The transfer
functions are determined in tt̄Monte Carlo, separately for
b-jets and light-quark jets.
For a single event Ii, the likelihood is determined in the

following way: (i) Jets are assigned to quarks and each as-
signment is given a topology number (It = 1, . . . , Nt, up to
24). (ii) The 3-momenta of the corresponding partons b, b̄,
q and q̄′ are generated from the TFs. (iii) The neutrino pT
is identified with the measured �ET and the (up to two) so-
lutions (Is = 1, 2) for the neutrino pz are calculated from
the invariant mass constraint of theW -boson. (iv) For a set
of variables thus reconstructed, called a “path” k(1, . . .K),
the value ofmtop is scanned in its search region. The result-
ing single-path likelihood for the k-th path of event i with
observables y(i) is given by

L(i)1 (mtop; It, Is, k|y
(i)) = l0

dσ

dΦ
(It, Is, k;mtop) ,

(168)

where the subscript 1 stands for a single path. The single
event likelihood for the i-th event is then given by the aver-
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age over all the single path likelihoods for that event,

L(i)(mtop) =
1

2KNt

Nt∑
It=1

K∑
k=1

2∑
Is=1

×L(i)1 (mtop; It, Is, k|y
(i)) . (169)

By this definition, the event likelihood for the true values
of It and Is is always included in L(i)(mtop), if the event
is signal. The event likelihoods for individual events are
mutually independent probability functions for mtop. To
obtain the top quark mass from a total of Nev events, the
single event likelihoods are thus multiplied, and the −2 ln
(likelihood) of the product is taken,

Λ(Mtop) =−2 ln

(
Nev∏
i=1

L(i)(mtop)

)
. (170)

The mass of the top quark is determined from the max-
imum likelihood estimator of mtop, i.e. from the minimum
of Λ(mtop).
Note that this procedure only calculates the probabil-

ity for an event to be signal, but no integration over the
corresponding backgroundmatrix element is carried out to
calculate the probability for an event to be background.
Also, the estimated fraction of background contained in
the event sample does not enter the likelihood combi-
nation. The background contamination needs to be con-
sidered afterwards. These aspects are handled differently
in DØ’s matrix element method in the 
+jets channel
([396, 397], Sect. 7.1.2).
In this analysis, CDF estimates the total number of

background events to be 9.2± 1.8 (4.2± 0.7) for the 318
(162) pb−1 analysis.
A mass-dependent correction factor, called ‘mapping

function’, is obtained with a larger number of sets of pseu-
do-experiments. There are two sources that cause a non-
unit slope between the input top mass and the recon-
structed top mass. One is the top mass dependence of the
transfer function, and the other is the effect of background.
Both effects are integrated into a single mapping function.
Figure 99 (left) shows the joint likelihood for the 22 se-
lected tt̄ candidate events in the 318 pb−1 sample. This
likelihood is fitted with a second order polynomial, from

Fig. 99. Left: The joint nega-
tive log-likelihood of the 63
events in the 318 pb−1 an-
alysis gives mtop = 171.8

+2.2
−2.0

GeV/c2. Right: Extracted top
quark mass using the map-
ping function as a function of
the background fraction

which mtop = 171.8
+2.2
−2.0 (stat.)GeV/c

2 is obtained, assum-
ing there is no background. The application of the map-
ping function removes the mass-pulling effect of the back-
ground. Figure 99 (right) shows the extracted top mass
as a function of the background fraction. The top mass
changes by less than 2.0GeV/c2 in the background frac-
tion range 0%-20%. For the final result, the estimated
14.5% background fraction is used. The statistical errors
are scaled due to the slope of the mapping function as
a function of the top mass and due to the pull width of 1.04.
The systematic uncertainties are summarised in Table 51.
Both versions of the analysis are strongly dominated by the
uncertainty on the jet energy calibration. However, it can
be clearly seen, that significant improvements in the un-
derstanding of the jet energy calibration have been made
between the two analyses, almost reducing the jet energy
scale uncertainty by a factor of 2. The latest version of the
jet energy scale calibration and its corresponding uncer-
tainty is described in Sect. 3.3.2.
The early measurement of the top quark mass, using

the dynamic likelihood method in 162 pb−1 of data, yields:

mtop = 177.8
+4.5
−5.0 (stat.)±6.2 (syst.)GeV/c

2 . (171)

Table 51. Summary of the systematic uncertainties for the dy-
namic likelihood analysis

Source of systematics ∆mtop (GeV/c
2)

in 162 pb−1 in 318 pb−1

Jet energy calibration 5.3 3.0
Transfer function 2.0 0.2
ISR 0.5 0.4
FSR 0.5 0.5
PDFs 2.0 0.5
MC generator 0.6 0.3
Spin correlation 0.4 –
NLO effect 0.4 –
Background fraction (±5%) 0.5 0.4
Background modelling 0.5 0.4
Monte Carlo modelling 0.6 –
b-jet energy modelling – 0.6
b tagging – 0.2

Total 6.2 3.2
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The update analysis, using the dynamic likelihood method
in 318 pb−1 of data, yields:

mtop = 173.2
+2.6
−2.4 (stat.)±3.2 (syst.)GeV/c

2 . (172)

Matrix element method. CDF has measured the top quark
mass in 318 pb−1 of CDF-II data, using the matrix elem-
ent method in the lepton+ jets channel [454]. The lep-
ton+ jets events are selected according to the standard cri-
teria, where exactly four reconstructed jets are required, of
which at least one has to be identified as a b-jet. The matrix
element method is described in more detail in Sect. 7.1.2.
This CDF-II measurement yields a value for the top

quark mass of

mtop = 172.0±2.6 (stat.)±3.3 (syst.)GeV/c
2 .
(173)

Multivariate technique. CDF has measured the top quark
mass in the lepton+ jets channel using a multivariate
template method, applied to 162 pb−1 of data [455]. The
method used here differs in several ways from the tradi-
tional template method. Using the mass of the W -boson
for jet energy calibration on event-by-event basis, the sys-
tematic uncertainty from the jet energy scale is reduced.
Estimating the probability to pick the correct jet-quark as-
signment on an event-by-event basis reduces the statistical
uncertainty. Using other kinematic variables in addition to
the reconstructed top mass improves the signal to back-
ground separation.
The lepton+ jets events are selected according to the

standard criteria (Sect. 4.2.3). At least one jet is required
to be tagged by the SecVtx algorithm, allowing at most
six jet-quark assignments, and in the kinematic fit only the
four highest-ET jets are considered. For each parton assign-
ment, an integration over theW mass Breit–Wigner distri-
bution is performed, using sevenm2W values equidistant in
the cumulativeBreit–Wignerprobability.A jet energy scale
factor, JES, is included in the W mass kinematic fit with
a Gaussian width constraint, σJES = 0.07%. The momenta
of all jets in the event are multiplied by the jet energy scale
obtained from the mass fit of the hadronically decayingW -
boson. Themasses of the t and t̄ quarks,mt andmt̄ are then
determined togetherwith their errors,σmt andσmt̄ , and the
correlation coefficient, ρ, for each of the seven mass assign-
ments of the leptonically decayingW -boson. Out of the two
neutrino solutions, the onewith the smaller difference |mt−
mt̄| is chosen. Finally, the equal mass constraintmt =mt̄ is
imposed and the top quark massmt,W and its error σmt,W
are calculated according to:

mt,W =
σ2mt̄mt+σ

2
mt
mt̄−ρmtmt̄(mt+mt̄)

σ2mt̄+σ
2
mt
−2ρσmt̄σmt

,

(174)

σ2mt,W =
σ2mtσ

2
mt̄
(1−ρ)

σ2mt̄ +σ
2
mt
−2ρσmt̄σmt

, (175)

χ2t,W =
(mt−mt̄)

2

σ2mt̄ +σ
2
mt
−2ρσmt̄σmt

. (176)

The top mass for each jet to quark assignment is de-
termined by summing over the points in the W mass in-
tegration grid weighted by the combined χ2 of the mass
constraints:

mt =

∑
e−(χ

2
t,W+χ

2
W )/2mt,W∑

e
−
(
χ2
t,W
+χ2
W

)
/2

. (177)

The overall jet permutation χ2 is defined as χ2 = −2

log
(
1/N

∑
e−(χ

2
t,W+χ

2
W )/2

)
, where N is the total number

of points in the W mass integration grid (here 49). The
jet permutation with the lowest overall χ2 is chosen as the
reconstructed top mass for each event.
Three jet-quark combinatorics scenarios are differen-

tiated: (i) The four leading jets correspond to the four
quarks, and the chosen jet permutation is the correct
one. This subsample is called ‘Good Permutation – GP’.
(ii) The four leading jets correspond to the four quarks,
but the chosen jet permutation is not correct. This subsam-
ple is called ‘bad permutation – BP’. (iii) One or more of
the four leading jets do not originate from any of the four
daughter quarks of the tt̄ decay. This subsample is called
‘incorrect jets – IJ’. Since these three subsamples are ex-
pected to have significantly different top mass resolutions,
a probability, pCJ is calculated to pick correct jets using
tt̄Monte Carlo. Furthermore, in the correct jets (CJ) sub-
sample, a conditional probability, P (GP|CJ), is calculated
to pick the good permutation. The fraction of incorrectly
assigned permutations appears to decrease exponentially
as a function of the difference between permutation χ2

values. Therefore, an initial GP probability is calculated
assuming the jets are correctly chosen as

P (GP|CJ) =
ab∑12

i=1 ai exp

(
−

χ2
i
−χ2
b

we(χ2i+χ
2
b)

) ,

where we(y) = exp
(
be+ cey+dey

2
)
. (178)

Coefficient ai models the event density in the correct region
for jet permutation i. Index b denotes the permutation with
the smallest χ2. Index e in the function we(y) refers to the
error type assigned to the permutation with index b when
the correct permutation is the one with index i. The con-
stants in the above formula (ai, be, ce, de) are determined
from the tt̄ signal Monte Carlo. Additional kinematic infor-
mation is included in this probability calculation in order
to improve the separation between the correct permuta-
tion sample and the other subsamples. This information
is included by sequential application of the “approximate
Bayesian update” formula. Let X be some kinematic vari-
able whose value may be used to improve the separation
between the GP and the BP subsamples. Then

P (GP |CJ,X) =
κP (GP|J)

κP (GP|CJ)+(1−P (GP|CJ))
, (179)

follows from Bayes theorem when κ = P (X|GP)
P (X|BP)

andP (GP|CJ)+P (BP|CJ) = 1.The parameter κ is chosen
according to anoptimisation procedure.The first kinematic
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variables used to update P (GP|CJ) is cosφ, where φ is the
angle between the lepton 
 and b� in the rest frame of the
leptonically decayingW -boson (using information from the
W helicity). The second kinematic variable is cos θ1 cos θ2,
where θ1 is the angle between the leptonmomentumand the
beam axis in the rest frame of the corresponding top quark.
θ2 is the angle between the direction of the light quark and
the beam axis in the rest frame of the corresponding top
quark. The product cos θ1 cos θ2 is sensitive to the tt̄ spin
correlation. Studies in the tt̄Monte Carlo demonstrate that
P (GP |CJ,X) is a good estimate of the fraction of good per-
mutations in the subsample containing correct jets.
For the multivariate template method, a set of good

variables is needed, which both increase the sensitivity of
the likelihood to the top quark mass and improve the dis-
crimination between signal and background. The set of
variables should also be optimal with respect to the sys-
tematic uncertainties of the measurement. Based on en-
semble tests with several kinematic variables, CDF has
found the choice of 2-dimensional templates withmtop and
the sum of the transverse momenta of the four leading
jets as variables to be optimal. The 2-dimensional tem-
plates are constructed using a non-parametric multivari-
ate density reconstruction method called ‘kernel density
estimation’ [456]. Figure 100 shows the 2-dimensional tem-
plates for the example of good permutations in tt̄ events
with mtop = 150GeV/c

2 and 200GeV/c2 and for the non-
W background.
The likelihood for the observed data sample is defined as

L(mt) =
N∏
i=1

(fbPb(mi,xi)

+ (1−fb)Ps(mi,xi,mt)) , (180)

where N is the number of observed events, mi is the top
mass in the i-th event, xi symbolises all template variables
besides the measured mass, Ps and Pb are the signal and
background densities in the (m,x) space, fb is the back-
ground fraction, which is allowed to float freely. The signal
density is composed as follows:

Ps(m,x,mt) = pCJ(pGPS0,mt(m,x)

+ (1−pGP)S1,mt(m,x))

+ (1−pCJ)S2,mt(m,x) , (181)

Fig. 100. 2-dimensional templates, obtained using the recon-
structed top mass (x-axis) and the scalar sum of the four
leading jet pT values (y-axis). Shown are examples for good
permutations in tt̄ events with mtop = 150 GeV/c

2 (left), and
200 GeV/c2 (middle) and for the non-W background (right)

where S0,mt , S1,mt and S2,mt are the three signal templates
for the given generated mt. pGP is a short notation for
P (GP|CJ, X). The background densities are modelled as

Pb(m,x) =
∑

bg types

ajBj(m,x) , with

∑
bg types

aj = 1 , (182)

where Bj are the templates for different background types,
and aj are the background composition coefficients ob-
tained from the tt̄ cross section studies. The likelihood
in (180) is not normalised, so that a calibration procedure
for the width and the mean of the pull distribution is ap-
plied in tt̄Monte Carlo events.
Systematic uncertainties are estimated from many

pseudo-experiments of 33 events each in Monte Carlo.
Their impact on the top mass determination is summarised
in Table 52.
Applying this multivariate technique to 162 pb−1 of

data and scaling the statistical error by 1.10 according to
the observed pull width, the mass of the top quark is meas-
ured to be:

mtop = 179.6
+6.4
−6.3 (stat.)±6.8 (syst.)GeV/c

2 ,

(183)

where the result for the most probable background fraction
and its statistical error is fb = 0.34±0.14%.

Decay length technique. CDF has measured the mass of the
top quark in lepton+ jets events, using the transverse de-
cay length of b-hadrons from top decays in 318 pb−1 [457].
All currently employed techniques to measure the top
quarkmass are limited by the same systematic uncertainty,
the calorimeter jet energy scale. CDF has developed and
studied a novel method to measure the top quark mass,
using the transverse decay length of b-hadrons from top de-
cays [458]. The method exploits the fact that top quarks
at the TEVATRON are produced nearly at rest. In the
rest frame of the top quark, the boost given to the bottom
quark as a consequence of the top’s decay and can simply

Table 52. Summary of the systematic un-
certainties for the multivariate analysis

Source of systematics ∆mtop (GeV/c
2)

Jet energy calibration 6.7
MC generator 0.2
ISR 0.2
FSR 0.6
PDFs 0.6
Background fraction 0.4
b tagging 0.3
Fitting procedure 0.7

Total 6.8
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be written:

γb =
m2t +m

2
b−m

2
W

2mtmb
≈ 0.4

mt

mb
, (184)

where the approximation makes use of the fact that mt�
mb. The top quark’s mass therefore (to the extent that
the threshold approximation holds) is strongly correlated
with the boost given to the b-quark and the subsequent b-
hadron after fragmentation. Thus, the average lifetime of
the b-hadrons resulting from top decays can be used to sta-
tistically infer the mass of the top quark. In this analysis,
rather than measuring the average lifetime, the experimen-
tally more accessible average transverse decay length of the
b-hadrons, denoted 〈Lxy〉, is measured. This technique re-
lies on tracking to precisely determine the decay length. It
does not use any calorimeter information and thus avoids
any jet energy scale uncertainty. It is therefore complemen-
tary to the other measurements of the top quark mass,
and hence adds information to the overall measurement in
combination with other results, despite its presently large
statistical uncertainty.
The selection of the lepton+ jets events follows the

standard selection criteria, detailed in Sect. 4.2.3. At least
one jet is required to be b-tagged using the SecVtx algo-
rithm (see Sect. 3.3.7).
The method requires an accurate simulation of Lxy.

This is checked in triple-tagged (2 SecVtx tags with one
jet, in addition, being tagged by the SLT tagger) dijet
events. The mean of the fitted decay length distribution in
data and Monte Carlo are found to be: 〈Ldataxy 〉= 0.3813±
0.0031 cm and 〈LMCxy 〉= 0.3815±0.0045cm, respectively.
The data/MC mean ratio is calculated to be SFLxy =
1.000±0.014, concluding that the simulation models the
transverse decay length of b-hadron in data with sufficient
accuracy, with a 1.4% systematic uncertainty.
The tagged lepton+ jets sample selected has an ex-

pected signal-to-background ratio of about 2.5 : 1. The rate
of the different background components is derived as de-
scribed in the tt̄ cross section measurement (Sect. 4.2.3).
The decay length distributions for signal and background
are determined fromMonte Carlo simulations. tt̄ events are

Fig. 101. Left: Most-probable (central red) and 1σ (outer blue)mt curves as a function of the mean decay length Lxy. The mean
transverse decay length measured in data is overlaid as green, vertical dashed line.Right: Transverse decay length Lxy distribution
of positive tags in selected events in theW+≥ 3 jets data (black points). The expected contributions from signal and background
Monte Carlo are overlaid in the solid stacked histogram

simulated using HERWIG [226, 227] with top quarkmasses
ranging from 130–230GeV/c2 in 5 GeV/c2 intervals. The
W +heavy flavour backgrounds are simulated using ALP-
GEN [224]+HERWIG Wbb̄+parton, Wcc̄+parton, and
Wc+parton Monte Carlo. TheW +mistag background is
modelled using ALPGEN+HERWIG W +parton Monte
Carlo. For the non-W (QCD) background, the Lxy distri-
bution is obtained directly from CDF data. The single-top
distribution is modelled using PYTHIA [223] Monte Carlo.
The modelling ofLxy distributions for the various back-

ground processes is cross-checked inW +1 and 2 jet events
in the W +jet sample. The combination of the Lxy back-
ground distributions according to their estimated rates de-
scribes the observed distribution in data reasonably well,
yielding a Kolmogorov–Smirnov probability of 15.3%.
The signal and background Lxy distributions are trea-

ted as probability density functions from which ensembles
of pseudo-experiments are formed. In forming each ensem-
ble, the number of events is obtained by separately Poisson
fluctuating the signal and each background about their
expected contributions. The number of events for each pro-
cess is converted to a number of tags by multiplying by
the double-tag probability for that process. This process
is repeated 1000 times for each mass point over the full
mass range 130–230GeV/c2. The mean Lxy resulting from
each pseudo-experiment is histogrammed from which the
mean and±1σ variance are extracted as a function of mass.
These points are fitted to third order polynomials. The fit
to the mean establishes the most probable value for a true
top mass given a measured mean Lxy and is the function
used to make the top mass measurement from the Lxy ex-
tracted from data. Similarly, the fits to the variance form
±1σ Neyman confidence intervals used to give the statis-
tical uncertainty of the measurement. Those fits as a func-
tion of the mean decay length 〈Lxy〉 are shown in Fig. 101
(left).
Systematic uncertainties for this measurement, sum-

marised in Table 53, can be classified according to three
types of sources. The first arises from the accuracy of mod-
elling factors that affect the top (or subsequent bottom)
quark’s momentum such as radiation, fragmentation and
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Table 53. Summary of the systematic uncertainties for the
decay length analysis

Source of systematics ∆mtop (GeV/c
2)

Generator/fragmentation 0.7
Gluon fraction 0.2
QED radiation 0.6
ISR 1.0
FSR 0.9
PDFs 0.5
Top pT spectrum 1.6
Jet energy scale 0.3
Background shape 2.3
Background normalisation 2.3
Data/MC 〈Lxy〉 SF 5.1

Total 6.5

PDF’s. The second type of systematic uncertainty comes
from potential inaccuracies in the size or shape of the back-
ground Lxy distributions. The third type of systematic
uncertainty arises from imperfections of the detector simu-
lation of Lxy (or other experimentally indistinguishable
disagreements between Monte Carlo and data, for example
from the imprecise knowledge of b-hadron lifetimes).
For the 216 positive SecVtx tags in 178 events, the Lxy

distribution of positive tags, is plotted in Fig. 101 (right)
together with the expected contributions from signal and
background Monte Carlo overlaid. From those distribu-
tions, the mean decay length is measured to be

〈Lxy〉= 0.6153±0.0356cm . (185)

This value is translated into a measured top quark mass
using the fits described above and shown in Fig. 101. This
way, the top quark mass is measured to be:

mtop = 207.8
+27.6
−22.3 (stat.)±6.5 (syst.)GeV/c

2 .

(186)

Dilepton channels.

Matrix element analysis. CDF has measured the top quark
mass in the dilepton channel, using the matrix element
technique in 340 pb−1 [459]. The dilepton channel has the
lowest expected signal yield amongst the different tt̄ decay
channels, but it also has the least background contamina-
tion. In order to extract maximal information on the top
quark mass from these dilepton events, the matrix element
method [396, 397] is, for the first time, applied to dilepton
events.
The general idea, as described in more detail for the


+jets analyses in Sect. 7.1.2, is the expression of the top
mass information in an event as the conditional probability
P (x|mt), wheremt is the top quark pole mass and x is the
vector of measured event quantities. The posterior proba-
bility density is calculated using the theoretical description
of the tt̄ production process, expressed with respect to the
measured event quantities:

P (x|mt) =
1

σ(mt)

dσ(mt)

dx
, (187)

where dσ/dx is the per-event differential cross section.
This expression is evaluated by integrating over all un-
measured quantities where the jet energy resolutions are
convoluted using the transfer functions, f(p, j), giving the
probability of measuring jet energy j to give parton en-
ergy p. The total, resulting expression for the probability of
a given pole mass for a specific event is then:

P (x|mt) =
1

N

∫
dΦ6|Mtt̄(p;mt)|

2

×
∏
jets

f(pi, ji)fPDF(q1)fPDF(q2) , (188)

where the integral is over the entire six-particle phase
space, q1 and q2 are the incoming parton momenta, p is
the vector of resulting parton-level quantities: lepton and
quark momenta, and |M(p;mt)| is the tt̄ production ma-
trix element as defined in [193, 194]. The constant term in
front of the integral ensures the normalisation for the prob-
ability:

∫
dxP (x|mt) = 1.

In a similar fashion the probability densities for a given
event to be background are calculated. This calculation is
performed for the Drell–Yan process with associated jets,
for W pair production with associated jets and W+3 jets
production where one jet is incorrectly identified as a lep-
ton. The overall event likelihood is then given by

P (x|mt) = Ps(x|mt)ps+Pbg1(x)pbg1
+Pbg2(x)pbg2+ . . . , (189)

where the weights ps, pbg1, pbg2, . . . for each term are deter-
mined from the number of expected background events in
each category.
The method is tested with a large number of Monte

Carlo pseudo-experiments, resulting in a small correction
on the top mass as a function of the measured mass. Also
the statistical uncertainty is slightly scaled up due to the
width of the observed pull distribution in Monte Carlo
events to be slightly larger than one. The largest contribut-
ing effects are yet coming from radiation rather than from
b-quark hadronisation (20%), imperfect resolution of the
lepton momenta (≈ 10%) and imperfect resolution of jet
angles (≈ 10%).
A summary of the systematic uncertainties is given

in Table 54. The jet energy scale uncertainty is the largest
uncertainty, followed by the signal and background Monte
Carlo, background modelling and the overall sample com-
position.
Using the matrix element method in dilepton events,

CDF has measured the top quark mass to be:

mtop = 165.3±6.3 (stat.)±3.6 (syst.)GeV/c
2 .
(190)

Neutrino weighting analysis (ν(η)). CDF measures the top
quark mass in dilepton events using the neutrino weighting
algorithm in 197 pb−1 [460] and in 360 pb−1 [461] of data.
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Table 54. Summary of the systematic uncertainties for the
matrix element method in dilepton events

Source of systematics ∆mtop (GeV/c
2)

Jet energy scale 2.6
Generator 1.0
Method 0.6
Sample composition uncertainty 0.7
Background MC 1.5
Background modelling 0.8
FSR modelling 0.5
ISR modelling 0.5
PDF’s 1.1

Total 6.5

The neutrino weighting algorithm (NWA) was first intro-
duced by DØ in Run-I [370], and later used by CDF [446]
and DØ [398] for their final top mass measurements in the
dilepton channel in Run-I. Here, it is used to reconstruct
each dilepton event according to the tt̄ decay hypothesis,
with each event yielding a most probable top mass. Sub-
sequently, an unbinned likelihood fit is applied to find the
top mass hypothesis which best explains the observed data
values as a mixture of background and tt̄ signal events.
CDF selects the 46 (19) dilepton events in the 360

(197) pb−1 sample according to the lepton+track (LTRK)
selection criteria (see Sect. 4.2.1) rather than the dilep-
ton (DIL) criteria as the former has a larger efficiency
and hence gives a smaller, albeit still dominant, statistical
uncertainty.
The neutrino weighting method assumes: (i) the top

mass, (ii) theW -boson mass, (iii) the η’s of the two neutri-
nos, and (iv) the lepton-jet pair which originated from the
top quark decay, e.g. 
+− jet1. Then, energy-momentum
conservation is applied on the t and the t̄ side, yielding up
to two possible solutions for the 4-vector (ν) of the neutrino
and another two solutions for the 4-vector (ν̄) of the anti-
neutrino. Each of the resulting four neutrino-antineutrino
solutions (ν, ν̄) is assigned a probability (weight, wi), that
it describes the observed missing transverse energies, Ex
and Ey, within their uncertainties σx and σy , respectively:

wi = exp

(
−
(�Ex−P νx −P

ν̄
x )
2

2σ2x

)

exp

(
−
(�Ey−P νy −P

ν̄
y )
2

2σ2y

)
. (191)

CDF uses σx = σy = 15GeV, which is obtained from tt̄
Monte Carlo withmtop = 175GeV/c

2, and, independently,
by using the individual resolutions of the observed objects
in data. Given the assumed top mass and the neutrino η
values, any of the four solution pairs (ν, ν̄) could have oc-
curred in nature. Therefore the four weights are added up:

w(mt, ην , ην̄ , 
-jet) =
4∑
i=1

wi . (192)

Not knowing which are the true neutrino η’s in the event,
the above steps are repeated for many possible (ν, ν̄) pairs.

Monte Carlo tt̄ simulations indicate that the neutrino and
antineutrino η’s are uncorrelated and distributed accord-
ing to a Gaussian around 0 with width of 1. The neutrino
η distributions, obtained in tt̄ Monte Carlo assuming the
Standard Model to describe nature, are scanned from −3
to 3 in steps of 0.1 and each (ν, ν̄) pair is assigned a prob-
ability of occurrence P (ην , ην̄), derived from the aforemen-
tioned Gaussian. Each trial (ν, ν̄) pair contributes to the
event weight according to its weight (192) and probability
of occurrence P (ην , ην̄):

w(mt, 
-jet) =
∑
ην ,ην̄

P (ην , ην̄)w(mt, ην , ην̄ , 
-jet) .

(193)

Since b and b̄ jets are not distinguished, the problem is
solved by adding up both possible lepton-jet pairings and
their respective weightsw(mt, 
-jet). Thus, the final weight
is only a function of the top mass, with all other unknowns
integrated out:

W (mt) =

�+-jet2∑
�+-jet1

w(mt, 
-jet) . (194)

CDF tries top masses from 100GeV/c2 to 500GeV/c2 in
1 GeV/c2 steps. Finally, the weight distribution from each
event is normalised to one. Each event is represented by
one indicative top mass, which is chosen to be the top mass
value which best explains the event as a tt̄ dilepton decay,
i.e. the maximum of the weight distribution. In a more so-
phisticated approach, the shape of the weight distribution
for each individual event could also be used.
Applying this procedure to simulatedMonteCarlo events

of tt̄ and background processes, template distributions of
the top masses reconstructed as described above are built.
The tt̄ dilepton events are generated with PYTHIA [223]
at top masses from 130 GeV/c2 to 230GeV/c2 in 5 GeV/c2

steps. The Drell–Yan production is also simulated using
PYTHIA, while diboson production and fakes are simu-
lated using ALPGEN [224]+HERWIG [226, 227]. Param-
eterising the resulting templates, probability density func-
tions (pdf’s) are derived. Ps(m;mtop) is the probability of
reconstructing a top mass m when the true top mass is
mtop.Pb(m) is the corresponding probability to reconstruct
a mass m in background events, including the NWA ac-
ceptance for background events of 96% (the NWA signal
acceptance is 99.8%).
The overall probability that the data is described as

an admixture of background events and dilepton tt̄ events
with top massmtop, is found using the following likelihood
function:

L(mtop) = Lshape(mtop)×Lnb×L(ns+nb) , (195)

with

Lshape =
N∏
i=1

nsPs(mi;mtop)+nbPb(mi)

ns+nb
(196)
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Table 55. Summary of the systematic uncertainties for the
neutrino weighting ν(η) analysis in dilepton events

Source of systematics ∆mtop (GeV/c
2)

(197 pb−1) (360 pb−1)

Jet energy scale 7.4 2.6
Background shape 2.8 3.0
Signal templates 0.3 0.2
Background templates 1.3 1.3
Signal MC generators 0.6 0.5
PDFs 0.8 0.4
ISR 2.5 0.8
FSR 1.3 0.6
�ET resolution 0.3 0.2

Total 8.6 4.4

− lnLnb =
(nb−n

exp
b )

2

2σ2nb
, and (197)

L(ns+nb) =
e−(ns+nb)(ns+nb)

N

N !
, (198)

where the term Lshape determines the relative abundance
of signal and background events, ns and nb, respectively,
by comparing the distribution of top massesmi in the data
with the probability distribution functions for signal and
background, Ps(mi;mtop) and Pb(mi), respectively. The
term Lnb constrains (within uncertainty σnb) the num-
ber of background events to the a priori estimate of nexpb
events. The term L(ns+nb) imposes that the total number
of signal and background events (ns+nb) be in agreement
with the event count, N , in the data sample. The top mass
hypothesis which minimises − ln(L) is retained.
The method is tested in sets of 10 000 pseudo-experi-

ments. From this a small correction to the central value
and the statistical uncertainty of the extracted top quark
masses is derived. Several sources of systematic uncertain-
ties are considered and evaluated from pseudo-experiments
in the Monte Carlo. Table 55 summarises the contribu-
tion of the different systematic uncertainties, amounting
to 6.8(8.6)GeV/c2 in total for the 360(197) pb−1 analysis.
Figure 102 shows the reconstructed top mass for the 45
data events compared to the probability distribution func-
tion from signal and signal+background.
Using the neutrino weighting method in dilepton

events, CDF has measured the top quark mass in 197 pb−1

to be:

mtop = 168.1
+11.0
−9.8 (stat.)±8.6 (syst.)GeV/c

2 .

(199)

This analysis has recently been updated with the analy-
sis of 360 pb−1, yielding:

mtop = 170.0
+7.1
−6.6 (stat.)±4.4(syst.)GeV/c

2 . (200)

Neutrino weighting analysis (ν(φ)). CDF has measured the
top quark mass in dilepton events using the neutrino φ
weighting method in 193 pb−1 [462]. This analysis has re-
cently been updated using 340 pb−1 [447]. 33 (13) dilep-
ton events are selected in the 340 (193) pb−1 sample using

Fig. 102. Reconstructed top mass for the 45 data events in
the 360 pb−1 analysis (histogram). The normalised shapes of
the probability distribution functions for background and sig-
nal plus background are shown as hatched curves. The shape of
the likelihood function is shown in the inset

the standard event selection criteria (‘DIL’ selection in
Sect. 4.2.1).
In contrast to the lepton+ jets mode, for the dilepton

case the kinematics are underconstrained due to the pres-
ence of two neutrinos in the final state. The number of inde-
pendent variables is onemore than the number of kinematic
constraints (−1C kinematics). One must assume some of
the event parameters (R) to be known in order to constrain
the kinematics and then vary R to determine a set of so-
lutions. Each solution then needs to be assigned a weight.
In this analysis, R is chosen to be the azimuthal angles of
the neutrinomomentaR= (φν1 , φν2) and a net of solutions,
solving for the neutrino η, is created. This approach is com-
plementary to the previously described neutrino weighting
method in η, where η values are assumed for the two neu-
trinos and the φ values are calculated from the mass con-
straints. Taking into account the symmetry of the problem,
it is sufficient to only consider the quadrant (0 < φν1 < π,
0< φν2 < π), which is split into 12×12 grid points. As in
the ν(η) analysis, every point in this (φν1 , φν2) plane has
8 solutions. This includes 2 solutions for the charged lep-
ton to leading jet association, and two η solutions for each
neutrino satisfying the tt̄ kinematics. For every event, 1152
1C minimisations are carried out with an output χ2ijk of the
corresponding kinematic fit and a reconstructed top mass
mrecijk (i= 1, . . . , 12; j+1, . . . , 12; k= 1, . . . , 8).The indices
i and j run over the (φν1 , φν2) grid points and k runs over
the 8 kinematic solutions. For every grid point (i, j fixed;
k = 1, . . . , 8) the minimal χ2ijk is chosen. The final output
from this procedure is an array of 144 χ2ij and m

rec
ij (i, j =

1, . . . , 12).The overall normalisationof theweight distribu-
tion is chosen to be one. The expression for the weights is:

wij =
exp(−χ2ij/2)∑12

i=1

∑12
j=1 exp(−χ

2
ij/2)

. (201)
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These sets of weights wij as a function of the corres-
ponding reconstructed masses mrecij are sampled from
a large number of Monte Carlo events to yield signal
and background templates. In this procedure, only masses
mrecij with weights wij > 30%w

max
ij , the maximal weight

in the event, are considered. The signal templates are
created from HERWIG [226, 227] tt̄ Monte Carlo with
top masses in the range 140–230GeV/c2 with 5 GeV/c2

steps. The background templates for diboson produc-
tion, Drell–Yan production, and for Z → ττ and “fake”
lepton are also created from Monte Carlo samples and
added according to the expected number of background
events derived in the corresponding cross section analy-
sis (Sect. 4.2.1). The signal and background templates
are fitted to smooth functions, yielding fs(mt|mtop), the
probability density function to reconstruct a mass mt
give a true top mass mtop, and fb(mt), the probability
density function to reconstruct a mass mt in background
events.
A maximum likelihood is used to extract the top quark

mass by comparing the reconstructed top mass distribu-
tion of the data with the superposition of signal and back-
ground. The following likelihood is used:

L= Lshape×Lbgd×Lparam , where (202)

Lshape =
e−(ns+nb)(ns+nb)

N

N !

×
N∏
n=1

nsfs(mn|mtop)+nbfb(mn)

ns+nb
, (203)

Lbgd = exp

(
−
(nb−n

exp
b )

2

2σ2nb

)
, (204)

Lparam = exp
(
−0.5

[
(α−α0)

TU−1(α−α0)

+(β−β0)
TV −1(β−β0)

])
, (205)

where the parameters ns and nb are the expected number
of signal and background events in the dilepton sample, N
is the total number of events observed in the data. Lbgd is
included to constrain the number of background events to
the expected value. Lparam serves to constrain the α and
β parameters, which describe the signal and background
template parameterisation, respectively. U and V are the
covariance matrices for α0 and β0, respectively. The − lnL
is maximised with respect to the two free fit parameters
mtop and ns.
Using a large number of Monte Carlo pseudo-experi-

ments, the validity of the method is tested. From the re-
sulting distribution of the pull width, a scale factor for
the statistical uncertainties of 1.051 (1.058) for the 340
(193) pb−1 sample is extracted. The systematic uncertain-
ties, studied using a large number of pseudo-experiments,
are summarised in Table 56. The jet energy scale clearly
dominates the uncertainties even after the update with the
improved jet energy calibration.
Analysing 193 pb−1 of data, the two-component back-

ground constrained fit (with 2.7±0.7 expected background
events) for the selected 13 dilepton events results in a top

Table 56. Summary of the systematic uncertainties for the
neutrino weighting ν(φ) analysis in dilepton events

Source of systematics ∆mtop (GeV/c
2)

(193 pb−1) (340 pb−1)

Jet energy scale 6.7 3.3
ISR 1.8 0.7
FSR 0.7 0.8
PDFs 2.2 0.9
MC generators 0.7 1.0
Background shape 0.7 0.7
b-jet energy scale – 0.7

Total 7.4 3.8

mass measurement of

mtop = 170.0±16.6 (stat.)±7.4 (syst.)GeV/c
2 , (206)

with 10.5±3.6 signal and 2.7±0.7 background events.
In the updated analysis, using 340 pb−1 of data, the

two-component background constrained fit (with 11.6±
2.1 expected background events) for the selected 33 dilep-
ton events results in a top mass measurement of

mtop = 169.8
+9.2
−9.3 (stat.)±3.8 (syst.)GeV/c

2 ,

(207)

with 23.4+6.3−5.7 signal and 11.0±2.1 background events.

Kinematic template analysis (pz(tt̄)). CDF has measured
the mass of the top quark in dilepton events, using the
full kinematic template method in 193 pb−1 [463]. This
analysis has recently been updated using 340 pb−1 [448].
This analysis is based on 30 (13) events selected in the
340(193) pb−1 sample according to the standard dilepton
analysis (‘DIL’) criteria (Sect. 4.2.1). As explained above,
the kinematics of dilepton events are underconstrained
even after imposing the mass of the W -boson and the
equal-mass constraint,mt =mt̄. One additional constraint
is needed to solve the kinematics of the events. Given that
the tt̄ production at the TEVATRON is dominated by the
top quark production at rest, the quantity Ptt̄z = Ptz +
Pt̄z , i.e. the z-component of the momentum of the tt̄ sys-
tem which is equal to the sum of the z-components of the
top and the anti-top quarks, is studied. As naively ex-
pected and confirmed in tt̄ Monte Carlo events, the most
probable value of Ptt̄z is zero with a Gaussian width of
180GeV/c. Taking this constraint and its uncertainty into
account, a kinematic fit is applied to each event. The
measured event quantities such as the momentum of the
leptons, the energy of the jets, and �ET have experimen-
tal uncertainties. For a given event, these quantities are
smeared and the changes propagated to �ET and Ptt̄z about
1000 times, so that a distribution of possible top masses
is obtained for each event. The most probable value of
such a distribution is considered the ‘raw top mass’ for
each event. In principle, this method can give up to 4
solutions for each event, two for the kinematics of the
two undetected neutrinos, and two from the possible as-
signments of the leptons and the b-jets. Only one out of
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the four solutions is considered according to the following
criteria:

– from the two kinematically allowed solutions, the one
yielding the smaller effective mass of the tt̄ system is
taken,
– from the two solutions due to the assignment of the
leptons to the b-jets, the one with the higher reconstruc-
tion probability is chosen.

The normalised reconstructed ‘raw mass’ distributions are
called templates. The signal templates are created using
HERWIG tt̄Monte Carlo for topmasses at 140–210GeV/c2

in 10GeV/c2 steps. The background templates are cre-
ated from the simulation of diboson (WW , WZ, ZZ)
production, Drell–Yan production and ‘fake’ leptons in
W +jets events with the relative fractions as determined
in the corresponding cross section analysis. The signal
and background templates are fitted by smooth functions,
fs(m

rec,mtop) and fb(m
rec), respectively, describing the

probability densities to observe the reconstructed mass
mrec for a true top mass mtop in signal events or for recon-
structing a massmrec in background events.
The top quark mass is obtained by comparing the dis-

tribution of reconstructed masses in data with those in
the combination of tt̄ signal at different top masses and
the background, using an unbinned maximum likelihood
method. The following likelihood function is used:

L= Lshape×Lbg , (208)

Lshape =
n∏
i=1

[
bfb(m

rec
i )

+ (1− b)fs(m
rec
i ,mtop)

]
, (209)

− lnLbg =
(b− bexp)2

2σ2b
, (210)

wheremtop and b are free parameters of the fit. b represents
the background fraction in the data sample and is varied
within its uncertainties σb according to a Gaussian dis-
tribution (Lbg). As determined in the corresponding cross
section analysis, 7.1±1.8 (2.7±0.7) background events are
expected in this data sample and 30 out of the 33 (12 of
the 13) selected events pass the kinematic reconstruction
procedure in the 340(193) pb−1 sample and are fitted.
The systematic uncertainties, summarised in Table 57,

are studied in a large number of Monte Carlo pseudo-
experiments. By far the dominant systematic uncertainty
is the jet energy scale calibration, which has been signifi-
cantly reduced when going to the larger data set. Fig-
ure 103 shows the distribution of reconstructed top mass
for the 12 events together with the probability density
function for background and signal+background. Also
shown is the negative log-likelihood curve.
The resulting top mass in 193 pb−1 is found to be:

mtop = 176.5
+17.2
−16.0 (stat.)±6.9 (syst.)GeV/c

2 .

(211)

Table 57. Summary of the systematic uncertainties for the
pz(tt̄) analysis in dilepton events

Source of systematics ∆mtop (GeV/c
2)

(193 pb−1) (340 pb−1)

Jet energy scale 6.5 3.2
b-jet energy scale – 0.6
MC generators 0.7 0.6
ISR 1.3 0.6
FSR 0.4 0.3
PDFs 0.9 0.5
Background shape 1.9 1.5
Background rate – 0.3
Background statistics – 0.8

Total 6.9 3.8

Fig. 103. Distribution of reconstructed top mass for the
30 data events in the 340 pb−1 data sample together with
the probability density functions for background and sig-
nal+background. Also shown is the negative log-likelihood
curve from the fit in the inset

The updated analysis, using 340 pb−1 of data, results in
a top mass measurement of

mtop = 170.2
+7.8
−7.3 (stat.)±3.8 (syst.)GeV/c

2 . (212)

All jets channels. The most recent measurement of the top
quark mass in the fully hadronic decay mode of the tt̄
pair by CDF was made on 109 pb−1 of Run-I data [464].
This analysis, which yielded the first observation of top
quark production in this decay mode, uses two separate
approaches. In the first (Technique I), events with at
least one identified b-jet are required to pass strict kine-
matic criteria that favour tt̄ production and decay. Using
this technique, CDF selects 187 events containing a total
of 222 b-tags with an expected background of 164.8±
1.2 (parameterisation)±10.7 (syst.) tags. This excess has
a significance of three standard deviations. In the second
approach (Technique II), on events with two identified b-
jets a minimum energy requirement is imposed, yielding
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157 events with two or more b-tags with a predicted back-
ground of 122.7±13.4 fromQCD heavy flavour production
and fake double tags. This excess corresponds to a signifi-
cance of two standard deviations. In both cases, an excess
of events with respect to the background prediction is ob-
served, from which CDF measures the tt̄ production cross
section.
To determine the top quark mass, full kinematic re-

construction is applied to the sample of events with 6 or
more jets, one or more tags, and the kinematic require-
ments of Technique I. Events are reconstructed according
to the tt̄→W+bW−b̄ hypothesis, where both W -bosons
decay into a quark pair, with each quark associated with
one of the six highest ET jets. This corresponds to 16 four-
momentum conservation equations with 13 unknown vari-
ables, the three-momenta of the two top quarks and the
twoW bosons, and the unknown top quark mass. Since all
events contain at least one b-tag, the tagged jets are re-
quired to be assigned to a b or b̄ quark. A kinematic fit is
applied, and the combination with the lowest χ2 is chosen.
In order to avoid threshold effects in the mass distribu-
tions, the

∑
ET cut is lowered from 300 to 200 GeV, while

keeping the other requirements unchanged. The 3-jet mass
distribution for the 136 selected tagged events is shown
in Fig. 104 along with the expected background and tt̄ con-
tributions. A maximum likelihood method is applied to ex-
tract the top quark mass. The experimental data are com-
pared to HERWIG [226, 227] Monte Carlo samples of tt̄
events, in a top quark mass range from 160 to 210GeV/c2,
and a background sample from the untagged events.
The systematic uncertainties are summarised in Ta-

ble 58. As a result, the top quark mass is measured to be

mtop = 186±10 (stat.)±12 (syst.)GeV/c
2 . (213)

7.1.2 DØ analyses

Lepton+ jets channel.

Low bias template analysis. DØ has measured the top
quark mass in the lepton+ jets channel using the low bias
template method. This technique, which was already used
for the first DØ measurement of the top quark mass in
Run-I [465], is applied to lepton+ jets events, selected
based on a discriminant which utilises the unique topology
of tt̄ events (topological analysis) in 160 and 229 pb−1 of
Run-II data, and to a sample in which at least one jet
in the event is required to be b-tagged (b-tagged analysis,
229 pb−1) [466, 467].
The event selection follows that of the correspond-

ing cross section analyses (Sects. 4.3.2 and 4.3.3). To fur-
ther reduce the background from mis-identified electrons
in multijet events, EWT = |p

�
T|+ |�ET|> 65 GeV is required.

The events are reconstructed using a 2-C constrained kine-
matic fit, imposing the mass of the hadronically and the
leptonically decaying W -boson and the equal mass con-
straint mt =mt̄. This fit incorporates the measured ob-
ject resolutions and considers all 12 possible jet-quark as-
signments. It returns a best fit top quark mass and a fit

Fig. 104. Reconstructed mass distribution for events with at
least one tag (•). Also shown are the background distribution
(shaded) and the contribution from tt̄Monte Carlo events with
mt = 175 GeV/c

2 (hollow). The inset shows the difference in
− ln (likelihood) with respect to its minimum and the fit used
to determine the top mass

Table 58. Summary of the systematic uncertainties for the
CDF alljets analysis in Run-I

Source of systematics ∆mtop/mtop (%)

Jet energy scale ±2.9
Gluon rad., fragmentation ±4.6
Fitting procedure ±2.8
Background estimate ±0.9

Total ±6.2 (∆mtop ≈ 12 GeV/c
2)

χ2 for each permutation. At least one permutation is re-
quired to have a χ2 < 10. This cut keeps 96% of the tt̄
events and reduces the W +jets (multijet) background by
7% (10%). The fit with the lowest χ2 is used in the top
mass fit.
In order to get further discrimination between sig-

nal and background, a discriminant (low bias discrimi-
nant, D) is constructed from the topology of the events.
It is designed to be uncorrelated with the top quark
mass. It closely follows the procedure described in the
topological/kinematic tt̄ cross section measurement
(Sect. 4.3.2) and uses the following kinematic variables:
(i) The reconstructed �ET, (ii) the aplanarity A, (iii)
H ′T2=HT2/H||, and (iv) K

′
T,min=∆R

min
jj p

min
T /E

W
T . A and

K ′T,min are defined as in the topological/kinematic cross
section analysis.HT2 is the scalar sum of the |pT| of the jets
excluding the leading jet, and H|| is the scalar sum of |pz|
of the jets, isolated lepton, and the neutrino. The selected
events are required to all have D > 0.4 andHT2 > 90 GeV.
This set of requirements selects 94 (87) events in the topo-
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logical analysis using 229(160) pb−1 and 69 events in the
b-tagged analysis.
The template analysis is based on comparing the fit-

ted mass from the kinematic fit on data with the results
obtained from fitting simulated Monte Carlo samples of
known top masses. The top mass templates in the sig-
nal tt̄ and the W +4-jets background Monte Carlo sam-
ples are constructed in 10GeV/c2 wide bins from 80 to
280GeV/c2. In order to extract the top quark mass from
this comparison, a binned likelihood is used. The probabil-
ity distribution function for the mass estimator is written
in terms of the number of signal events, ns, and the num-
ber of background events, nb in the sample. The fraction of
background events is constrained to the expected number
using a Poisson probability term. For each hypothesised
top quark mass, the likelihood is maximised as a function
of the number of signal and background events. The mass
with the largest likelihood is the measured top quark mass.
This procedure is tested on a large series of Monte Carlo

ensembles. The method is found to be well calibrated for
both, the topological and the b-tagged analysis. The un-
certainties are consistent with the statistical spread seen in
the ensembles.
The systematic uncertainties, determined from varia-

tions of the event selection, reconstruction, calibration in

Table 59. Summary of the systematic uncertainties for the DØ template analyses in
the lepton+ jets channel

Source of systematics ∆mtop (GeV/c
2)

(160 pb−1, topo.) (229 pb−1, topo.) (229 pb−1, b-tag)

Jet energy scale +9.0
−4.0

+6.8
−6.5

+4.7
−5.3

Jet energy resolution ±2.3 ±0.9
Gluon radiation – ±2.6 ±2.4
UE & MI +3.0 – –
MC statistics ±0.5 ±0.5 ±0.5
Trigger uncertainty ±1.0 ±0.5 ±0.5
Method calibration ±0.5 ±0.5 ±0.5
tt̄ modelling ±3.8 +2.3 +2.3
Background modelling – +0.7 ±0.8
b-tagging – – ±0.7

Total +10.5
− 6.1

+7.8
−7.1 ±6.0

Fig. 105. Distribution of the fit masses in the topological analysis using 160 pb−1 (left), 229 pb−1 (middle) and in the b-tagging
analysis (right). Also shown are the corresponding fit mass distributions in signal and background Monte Carlo

Monte Carlo events, and the modelling of the underlying
event (UE) and multiple interactions (MI) are summarised
in Table 59.
Figure 105 shows the distributions of the fit masses in

all three template analyses together with the fit mass dis-
tributions in signal and background. The gain from in-
creasing statistics and from the use of b-tagging, improving
the overall mass resolution by increasing the fraction of
correct jet-quark assignments, is clearly visible.
The topological analysis of 160 pb−1 yields a top quark

mass of

mtop = 170.0±6.5 (stat.)
+10.5
−6.1 (syst.)GeV/c

2 ,

(214)

with 38±8 tt̄ events (statistical uncertainties only), where
47 of the 87 events are expected to be tt̄ according to the
topological cross section analysis.
The updated topological analysis, using 229 pb−1 yields

a top quark mass of

mtop = 169.9±5.8 (stat.)
+7.8
−7.1 (syst.)GeV/c

2 ,

(215)
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with 44.2± 6.6 tt̄ events (statistical uncertainties only),
where 47.9±8.8 of the 94 events are expected to be tt̄ ac-
cording the topological cross section analysis.
The b-tagged analysis, using 229 pb−1 yields the most

precise top quark mass:

mtop = 170.6±4.2 (stat.)±6.0 (syst.)GeV/c
2 ,
(216)

with 49.2± 6.3 tt̄ events (statistical uncertainties only),
where 52.4±4.2 of the 69 events are expected to be tt̄ ac-
cording the b-tagging cross section analysis.

Ideogram method. DØ has measured the mass of the top
quark in lepton+ jets events, using the ideogram method
in 160 pb−1 [466]. The ideogram method is very similar to
the technique that was used by the DELPHI experiment
to measure the mass of the W -boson at LEP [444, 445]. In
this technique, the mass information from the constrained
kinematic fit is used to construct an event likelihood taking
into account all possible jet permutations. The low bias dis-
criminant, D, introduced in the DØ template analysis de-
scribed above, is used on event-by-event basis to estimate
the probability that an event is background. Therefore no
cut on D is necessary and is omitted to improve the statis-
tical sensitivity. Similarly, no cut on HT2 is deemed neces-
sary. Apart from this, the event selection and the kinematic
fit are identical to the ones described above for the DØ
template analysis, yielding here 101 events in the e+jets
and 90 events in the µ+jets channel. Finally, the overall
fraction of signal events in the sample is allowed to float
freely in the likelihood fit.
The kinematic fit used is identical to the one used in

the DØ template analysis described above. Here, however,
all information from this fit is taken into account. It is
used to construct an event likelihood Levt(mt, Psamp) as
a function of the top massmt and overall tt̄ fraction in the
sample, Psamp. For each event all 12 jet-quark combina-
tions are considered, and for each combination up to two
different starting guesses for the pz of the neutrino are con-
sidered. In about 60% of parton-matched e+jets tt̄ events
at 175GeV/c2 (55% in the µ+jets channel), considering
both starting guesses for the neutrino in the ‘correct’ jet-
quark combination leads to two identical fitted masses. In
20% it leads to two top mass solutions differing by less
than 5 GeV. In the remaining 20% of the cases (25% in the
µ+jets channel) it yields two mass solutions that differ by
more than 5 GeV. Whether or not the mass values are dif-
ferent, two masses per jet-quark combination are included
in the likelihood. Thus, each event yields 24 massesmi, un-
certainties σi and χ

2
i values indicating the quality of the fit.

A relative probability of each jet assignment wi is calcu-
lated as

wi = exp

(
−
1

2
χ2i

)
. (217)

If, for a particular jet-quark combination, both neutrino
solutions i and i+1 fail to converge, the corresponding
weights wi and wi+1 are chosen to be zero. However, if for

a particular jet-quark combination only one of the two neu-
trino solutions leads to a converging fit, that solution is
used twice for consistency with other jet-quark combina-
tions. Also the probability for the event to be signal Pevt
is estimated (see below) and the likelihood to observe this
event is calculated as follows:

Levt(mt, Psamp) =

Pevt

[∫ 300
100

24∑
i=1

wiG(mi,m
′, σi)BW (m

′,mt)dm
′

]

+(1−Pevt)
24∑
i=1

wiBG(mi) . (218)

The signal term consists of a convolution of the sum of the
Gaussian resolution functions G(mi,m

′, σi) describing the
experimental resolution with a relativistic Breit–Wigner
BW (m′,mt), representing the expected distribution of the
average of the two invariant masses of the top and anti-
top quark in the event, for a top mass mt. The back-
ground term consists of the weighted sum BG(mi), where
BG(m) is the shape of the mass spectrum from W +4-
jet and multijet events observed in Monte Carlo simula-
tion. The Breit–Wigner and background shape are both
normalised to unity on the integration interval: 100 to
300GeV. This interval is chosen large enough not to bias
the mass in the region of interest. The sensitivity to the
signal fraction Psamp in the sample enters through the es-
timated event purity Pevt, which depends on Psamp and
on the value of the topological discriminant D for that
event:

Pevt =

(
S

S+B

)
evt

=
(S/B)evt
(S/B)evt+1

=
(S/B)samp(S/B)D
(S/B)samp(S/B)D+1

, where (219)

(S/B)samp =
Psamp

1−Psamp
. (220)

and (S/B)D is derived from the estimated event purity
P (D), parameterised as a function of the discriminant
valueD for a sample with a S/B ratio equal to unity,

(S/B)D =
P (D)

1−P (D)
. (221)

Since each event is independent, the combined likelihood
for the whole sample is calculated as the product of the
single event likelihood curves:

Lshape(mt, Psamp) =
∏
j

Levt,j(mt, Psamp) . (222)

This likelihood is maximised with respect to the top mass
mt and the estimated fraction of tt̄ signal in the sample,
Psamp.
The performance of the ideogram method is tested in

large ensembles of Monte Carlo events. The method is reli-
able over the whole range of sample purities and topmasses
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Table 60. Summary of the systematic un-
certainties for the DØ Ideogram analysis in
the lepton+ jets channel

Source of systematics ∆mtop (GeV/c
2)

Jet energy scale +4.6
−5.0

Jet energy resolution ±1.0
Trigger uncertainty ±0.5
UE & MI modelling +1.8
MC statistics ±0.3
Noise/MI ±2.6
Background level ±0.8
Background modelling ±1.4

tt̄ modelling ±3.8

tested. Based on this calibration and the corresponding
pull distributions, corrections for the top mass and its sta-
tistical uncertainty are derived. The systematic uncertain-
ties, including variations of the modelling of the underlying
event (UE) and multiple interactions (MI), are studied in
large ensembles of Monte Carlo events and summarised
in Table 60.
Figure 106 shows the mass likelihood curves for the e+

jets (left) and µ+jets channels (middle) separately, and
the combined lepton+ jets likelihood curve (right). The
shoulder observed around 145GeV/c2 has been studied
and is attributed to a detector-related class of background,
which is not well modelled in the Monte Carlo. This shoul-
der, however, does not affect the top mass result from the
minimum of the likelihood curve.
After the calibration correction, the top quark mass is

found to be mt = 177.6±11.9GeV/c2 in the e+jets chan-
nel and 177.895GeV/c2 in the µ+jets channel, where the
uncertainties are statistical only. The combination of these
two yields a top quark mass measurement of

mtop = 177.5±5.8 (stat.)±7.1 (syst.)GeV/c
2 .
(223)

Fig. 106.Mass likelihood curves for the data events in the e+jets channel (left), the µ+jets channel (middle), and both channels
combined (right). These likelihood curves are shown before calibration

Matrix element method in Run-I. DØ has recently de-
veloped a new technique to measure the top quark mass,
the matrix element method. This method was first ap-
plied to the 125 pb−1 of lepton+ jets data recorded at√
s = 1.8 TeV during Run-I for a re-analysis, resulting
in significantly improved statistical and systematic un-
certainties [396, 397] compared to the previous measure-
ment [465]. The event selection of the lepton+ jets events
follows that in [465] and is very similar to that of the
topological/kinematic tt̄ cross section analysis in DØ Run-
II (Sect. 4.3.2), i.e. it does not require any b-tagging. The
new analysis involves the comparison of the lepton+ jets
events with a leading-order matrix element for tt̄ pro-
duction and decay. In order to minimise the effect of
higher-order corrections, the analysis is restricted to events
containing exactly four jets, yielding 71 selected events.
The matrix element method is similar to that sug-

gested for tt̄ dilepton decay channels [367, 399, 400, 439–
443], and used in a previous mass analysis of dilepton
events in Run-I [398]. A similar approach has also been sug-
gested for the measurement of the mass of the W -boson
at LEP [444, 468]. Given N events, the top quark mass is
estimated by maximising the likelihood:

L(α) = e−N
∫
Pm(x,α)dx

N∏
i=1

Pm(xi, α) , (224)

where xi is a set of variables needed to specify the i-th
measured event, Pm is the probability density for observing
that event, and α represents the parameters to be deter-
mined (in this case α is the mass of the top quark). Detec-
tor and reconstruction effects are taken into account in two
ways. Geometric acceptance, trigger efficiencies, and event
selection enter through a multiplicative function A(x) that
is independent of α, and relates the observed probability
density Pm(x, α) to the production probability P (x, α):
Pm(x, α) = A(x)P (x, α). Energy resolution and merging
and splitting of jets are taken into account in a “trans-
fer” function, W (y,x), discussed below. The production
probability density can be written as a convolution of the
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calculable cross section andW (y,x):

P (x, α) =
1

σ(α)

∫
dσ(y, α)dq1 dq2f(q1)f(q2)

×W (y,x) , (225)

where W (y,x), the general transfer function, is the nor-
malised probability density that the measured set of vari-
ables x arises from a set of partonic variables y, dσ(y, α) is
the partonic differential cross section, and f(qi) are parton
distribution functions for the incoming partons with lon-
gitudinal momentum qi. Dividing by σ(α), the total cross
section for the process, ensures that P (x, α) is properly
normalised. The integral in (225) sums over all possible
parton states leading to what is observed in the detector.
For the tt̄ production probability, the measured angles

of the jets and of the charged leptons are assumed to be the
angles of the partons in the final state. Given the detector
resolutions, the electron energy is assumed to be exact, and
the muon energy is described by its known resolution [469].
Evaluation of (225) for the e+jets channel involves two in-
cident parton energies (approximated by the quarks only,
the ≈ 10% contribution from gluon fusion is neglected),
and six objects in the final state. The integration over
the essentially fifteen sharp variables (three components of
electron momentum, eight jet angles, and four equations of
energy-momentum conservation), leave five integrals that
must be performed to obtain the probability that an event
represents tt̄ production for some specified value of top
quark massMt:

Ptt̄ =
1

12σtt̄

∫
dρ1dm

2
1dM

2
1 dm

2
2dM

2
2

×
∑
perm,ν

|Mtt̄|
2 f(q1)f(q2)

|q1||q2|
Φ6

×Wjets(Epart, Ejet) . (226)

For |Mtt̄|
2, the leading-order matrix element [193, 194] is

used, f(q1) and f(q2) are CTEQ 4M parton distribution
functions for the incident quarks [470], Φ6 is the phase-
space factor for the six-object final state, and the sum is
over all twelve permutations of the jets (the permutation
of the jets from the W -boson decay is performed by sym-
metrising the matrix element), and the up-to-eight possible
neutrino solutions. Conservation of transverse momentum
is used to calculate the transverse momentum of the neu-
trino. Wjets(Epart,Wjet) is the part of W (y, x) that refers
to the mapping between parton-level energies Epart and
energies measured in the detector, Ejet. Four of the vari-
ables chosen for integration (m1,M1,m2 andM2), namely
the masses of the W -bosons and of the top quarks in the
event, are economical in computing time, because the value
of |Mtt̄|

2 is essentially negligible except at the peaks of
the four Breit–Wigner terms in the matrix element. ρ1 is
the energy of one of the quarks in the hadronic decay of
one of the W -bosons. The narrow-width approximation is
used to integrate over the top quark masses, and Gaussian
adaptive quadrature [471] is used to perform the three re-
maining integrals.Wjets(Epart, Ejet) is the product of four

functions F (Eipart, E
i
jet), one for each jet. The parameters

used for b-quarks are different from those for the lighter
quarks. For a final state with a muon, Wjets is expanded
to include the muonmomentum resolution, and an integra-
tion over the muon momentum is included in (226).
The W +4-jets matrix element from VECBOS [472] is

used in (225) to calculate the backgroundprobability,Pbkg.
The integration is performed over the energy of the four
partons leading to jets and the W -boson mass. The prob-
ability is summed over the twenty-four permutations and
two neutrino solutions. The integration over parton ener-
gies is performed using Monte Carlo techniques, increasing
the number of random points until the integral converges.
Monte Carlo studies show that the 20% background from
multijet events are represented satisfactorily by the jets in
theW +jets events.
After adding the probabilities for the non-interfering tt̄

and W +4-jets channels, the final likelihood as a function
ofMt is written as:

− lnL(α) =−
N∑
i=1

ln [c1Ptt̄(xi, α)+ c2Pbkg(xi)]

+Nc1

∫
A(x)Ptt̄(x, α)dx

+Nc2

∫
A(x)Pbkg(x)dx . (227)

The above integrals are calculated using Monte Carlo me-
thods, for which the acceptance A(x) is 1.0 or 0.0, depend-
ing on whether the event is accepted or rejected by the
analysis criteria. The best value of α, representing the most
likelyMt, and the parameters ci are defined by minimising
− lnL(α).
Studies of the performance of this method in ensembles

of Monte Carlo events show a systematic shift in Mt that
depends on the amount of background in the data sample.
To minimise this bias, only events with a background prob-
ability Pbkg < 10

−11 are considered, reducing the mass bias
to 0.5 GeV/c2. This event selection yields 22 events for the
measurement of the top quark mass.
Figure 107 (left) shows the value of − lnL(α) as a func-

tion of Mt for the 22 events. − lnL(α) is minimised with
respect to the parameters ci at eachmass point. Figure 107
(right) shows the likelihood normalised to its maximum
value.
The systematic uncertainties are studied in ensembles

of Monte Carlo events and summarised in Table 61. The
by-far-dominant systematic uncertainty is the jet energy
scale, followed by the modelling of the tt̄ signal and the
W +4-jets background. The matrix element methodmakes
explicit the assumption that the top quarks and the back-
ground events are produced via the Standard Model pro-
cesses. The method is very sensitive to the top quark mass,
but it is also very sensitive to the exact modelling of the
Standard Model production mechanisms.
After applying the 0.5GeV/c2 correction, the new value

of the top quark mass is measured to be:

mtop = 180.1±3.6 (stat.)±3.9 (syst.)GeV/c
2 .
(228)
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Fig. 107. Left: Negative of the log of the likelihood as a func-
tion of the top quark mass. Right: The likelihood normalised
to its maximum value in the left plot. The curve is a Gaussian
fit to the likelihood plot. The hatched area corresponds to the
68.27% probability interval

Table 61. Summary of the systematic uncertainties for the
matrix element method applied to DØ Run-I data in the lep-
ton+ jets channel

Source of systematics ∆mtop (GeV/c
2)

Modelling of tt̄ ±1.1
Modelling ofW +4-jets background ±1.0
Noise and multiple interactions ±1.3
Jet energy scale ±3.3
Parton distribution function ±0.1
Acceptance correction ±0.3
Bias correction ±0.5

Total ±3.9

This re-analysis of the lepton+ jets events from Run-I is
consistent with the previous DØRun-I measurement in the
same channel at the ≈ 1.4 standard deviation level. It now
yields a precision which is comparable to all previous Run-I
measurements of DØ and CDF combined (mtop = 174.3±
5.1 GeV, [266]). The improvement in the statistical un-
certainty over the previous measurement is equivalent to
a factor of 2.4 more data.
Using the procedure described in [473], the new meas-

urement can be combined with the one obtained using the
dilepton sample at DØ during Run-I [398], yielding the new
Run-I DØ value for the mass of the top quark:

mtop = 179.0±3.5 (stat.)±3.8 (syst.)GeV/c
2 .
(229)

This new method provides substantial improvement in
both the statistical and systematic uncertainties. This is
due to two main differences compared to the previous an-
alysis: (i) each event now has an individual probability
as a function of the mass parameter, and therefore well-
measured events having a narrower likelihood contribute
more to the extraction of the top quark mass than those
that are poorly measured, and (ii) all possible jet and neu-
trino combinations are included, which guarantees that all
signal events contribute to the measurement. This analysis

inspired the matrix element analyses and dynamic likeli-
hood analyses by CDF and DØ in Run-II.
Matrix element method in Run-II
DØ has also measured the top quark mass in lep-

ton+ jets events in 320 pb−1 of Run-II data [177, 474, 475].
In Run-II, the method has been improved significantly,
most notably by the addition of a second parameter to the
likelihood function which addresses the jet energy scale as
the dominant source of systematic uncertainty.
The event selection is essentially adopted from the

corresponding topological/kinematic cross section analysis
(Sect. 4.3.2), yielding 70 and 80 events in the e+jets and
µ+jets channel, respectively. The matrix element likeli-
hood is extended by an additional “JES” parameter, which
is defined as a global scale factor for all jets in the event
relative to the Monte Carlo reference scale. The signal
probability Psgn(x;mtop, JES) is sensitive to the jet energy
scale parameter JES, because of the mass of the hadron-
ically decaying W -boson is constrained in the tt̄ matrix
element. The total event probability is therefore given by
the combination of signal and background probabilities ac-
cording to:

Pevt(x;mtop, JES) = ftopPsgn(x;mtop, JES)

+(1−ftop)Pbkg(x; JES) ,
(230)

where x denotes all kinematic variables of the reconstruc-
ted lepton and jets. The transverse momentum of the neu-
trino is obtained from the pT imbalance of the five de-
tected final state objects. ftop is the signal fraction in the
sample under study. Technically, the integrations are now
performed with the Monte Carlo integration algorithm
VEGAS [476, 477], as provided by the GNU Scientific li-
brary [478]. In order to extract the top quark mass from
a set of n events with measurements x1, . . . , xn, a likeli-
hood function is built from the event probabilities:

− lnL(x1, . . . ,xn;mtop, JES) =

−
n∑
i=1

lnPevt(xi;mtop, JES) . (231)

The top quark mass is determined by minimising − lnL
with respect to mtop and JES simultaneously, taking all
correlations between both parameters into account. The
signal fraction ftop is also fitted simultaneously.
The method is tested in large ensembles of Monte Carlo

events with top quark pole masses of 160, 170, 175, 180 and
190GeV/c2. In addition, samples with mtop = 175GeV/c

2

and all jets scaled by 0.92, 0.96, 1.04 and 1.08 are prepared
in order to calibrate the JES fit. The resulting pull width
for both, mtop and JES is found to be in good agreement
with 1.0, indicating a reliable estimate of the statistical un-
certainties by the likelihood procedure. Only small correc-
tions of both parameters are applied to the result obtained
in the data sample.
Figure 108 shows the 2-dimensional (mtop, JES) fit with

σ contours (left) along with 1-dimensional projections of
the negative log-likelihood onto themtop axis (middle) and
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Fig. 108. Left: 2-dimensional (mtop, JES) fit with σ contours. The projection of the negative log-likelihood onto the mtop pa-
rameter is shown in the middle, taking correlations into account. The projection onto the JES axis is shown in the right plot, also
taking correlations into account. Themtop and JES axes are corrected for the calibration result

Table 62. Summary of the systematic uncertainties for the
matrix element method applied to DØ Run-II data in the lep-
ton+ jets channel

Source of systematics ∆mtop (GeV/c
2)

JES pT dependence ±0.70
b fragmentation ±0.71

b response (h/e) +0.87
−0.75

Modelling of tt̄ ±0.34
Modelling ofW +4-jets background ±0.32

Signal fraction +0.50
−0.17

QCD contamination ±0.67
MC calibration ±0.38
Trigger ±0.08
PDF uncertainty ±0.07

Total +1.7
−1.6

onto the JES axis (right). The fit yields a signal fraction
ftop of 0.316

+0.049
−0.055 (stat.), in good agreement with the ex-

pectation from the corresponding cross section analysis.
The fitted jet energy scale of 1.034±0.034 indicates that
the scale in the simulation is consistent with that in the
data.
The jet energy scale uncertainty is already included

in the error yielded by the likelihood. The other system-
atic uncertainties are determined in ensemble tests using
Monte Carlo events and summarised in Table 62.
The application of the 2-dimensional matrix element

method to DØRun-II data yields a measurement of the top
quark mass of:

mtop = 169.5±4.4 (stat.+JES)
+1.7
−1.6 (syst.)GeV/c

2

= 169.5±3.0 (stat.)±3.2 (JES)+1.7−1.6 (syst.)GeV/c
2 .

(232)

Figure 109 shows the prospects for the expected de-
velopment of the precision of the top quark mass meas-
urement in the lepton+ jets channel in DØ, using the in
situ jet energy scale calibration from the W → qq′ invari-

Fig. 109. Prospect for the precision on the top quark mass
measurement in the lepton+ jets channel in DØ

ant mass, as a function of the integrated luminosity. Al-
ready with an integrated luminosity of 2 fb−1, the sta-
tistical uncertainty will drop below 1GeV/c2. Up to an
integrated luminosity of 3–4 fb−1, the jet energy scale un-
certainty will be dominated by the in situ mW calibra-
tion. Beyond this, the contributions from the external jet
energy scale uncertainties, originating from Monte Carlo
modelling of radiation and fragmentation effects and the
difference between the b-jet and light quark jet energy
scale, dominate. Improvements beyond those shown here
might be possible in the future. For example, the b-jet
energy scale might be included in the fit since a modi-
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fication of this scale changes the helicity distribution of
the W -boson decay products in the rest frame of the
W -boson.

Dilepton channel. DØ has measured the top quark mass in
the dilepton channel based on 230 pb−1, using the matrix
element weighting technique,MWT [479]. This technique,
which was one of the methods used for the DØ Run-I meas-
urements of the top mass in the dilepton channel [370],
solves the event kinematics for η of each neutrino requiring
the sum of the neutrino pT’s to equal the measured miss-
ing ET vector. Then each event is given a weight according
to the probability to observe the measured lepton pT in
tt̄ events and the parton distributions functions. Since the
event weight is calculated using the LO matrix element for
the Standard Model tt̄ production, this technique is called
matrix element weighting method.
The event selection follows that of the corresponding

cross section measurement (Sect. 4.3.1), yielding 8 events
in the eµ channel, 5 events in the ee channel, and zero
events in the µµ channel.
The basic idea for this method to reconstruct events

from the decay of top-antitop quark pairs with two charged
leptons (either electrons or muons) and two or more jets
in the final state has originally been proposed by Dalitz
and Goldstein [367, 399, 443]. Kondo has published simi-
lar ideas [400, 439–442]. Only the momenta of the two jets
with the highest pT are used in this analysis. These two
jets are assigned to the b and b̄ quark from the decay of the
t and t̄ quarks. Then, a likelihood is assigned to hypothe-
sised values of the top quark mass between 80 GeV/c2 and
280GeV/c2. For each event, the pairs of t and t̄ momenta
are found that are consistent with the observed lepton and
jet momenta and the missing ET vector. Such a consistent
pair of top-antitop quark momenta is considered a solu-
tion. A weight is assigned to each solution, given by:

w = f(x)f(x̄)p (E∗� |mt) p
(
E∗�̄ |mt

)
, (233)

where f(x) is the parton distribution function for the ini-
tial quark to carry a momentum fraction x of the proton,
and f(x̄) is the corresponding value for the initial anti-
quark. The quantity p(E∗� |mt) is the probability for the
hypothesised top quark mass mt that the lepton 
 has the
observed energy in the top rest frame [367, 399, 443].
There are two ways to assign the two jets to the b and

b̄ quarks. For each assignment of observed momenta to the
final state particles, there may be up to four solutions for
each hypothesised value of the top quark mass. The likeli-
hood for each value of the top quark massmt is then given
by the sum of the weights over all the possible solutions:

W0(mt) =
∑

solutions

∑
jets

wij . (234)

In this procedure the implicit assumption is made that all
momenta are measured perfectly well. The weightW0(mt)
is therefore zero if no exact solution is found. However, the
probability to observe a given event if the top mass has
the value mt does not have to be zero if no exact solution

is found, because of the finite resolution of the momen-
tum measurements. This is accounted for by repeating the
weight calculation with input values for the particle mo-
menta that are drawn from normal distributions centred on
the measured value with widths equal to the resolution of
the momentum measurements. The �ET is corrected by the
vector sum of the differences in the particle momenta from
the measured values and the added random noise vector
with x- and y-components drawn from a normal distribu-
tion with a mean of zero and an RMS of 8 GeV/c. Finally,
the weight curves for N such variations are averaged:

W (mt) =
1

N

N∑
n=1

Wn(mt) . (235)

Thus, effectively the weight W (mt) is integrated over the
final state parton momenta, weighted by their experimen-
tal resolutions. The procedure is called resolution sam-
pling. In tt̄ Monte Carlo events, the resolution sampling
reduces the number of events for which no solutions can be
found from 10% to 1%.
For each event, the value of the hypothesised top quark

mass at which W (mt) reaches its maximum is used as the
estimator for the mass of the top quark. Using a large
number of Monte Carlo events, the expected distributions
of weight curve peaks are generated for top masses at
120, 140, 160, 175, 190, 210, and 230 GeV/c2 with the
ALPGEN [224] plus PYTHIA [223] generators. The re-
sulting distribution is called a template. Similarly, the
background Monte Carlo events, as discussed in the dilep-
ton cross section analyses, are used to construct a back-
ground template. The signal and background templates are
added and normalised according to the expected signal-to-
background ratio.
The peak mass distribution in data is compared to the

Monte Carlo templates using a binned maximum likeli-
hood fit. The likelihood is calculated as:

L(mt) =

nbin∏
i=1

[
nssi(mt)+nbbi
ns+nb

]ni
, (236)

where ni is the number of data events observed in bin i,
si(mt) is the normalised signal template content for bin i at
top quark mass mt, bi is the normalised background tem-
plate content for bin i. The product runs over all nbins bins.
Figure 110 shows as an example the weight curves for

the five data events in the ee channel with and without
resolution sampling.
The method is tested in ensembles containing a large

number of Monte Carlo events for the eµ and ee channels
separately and combined. The results indicate that the cal-
ibration curve is perfectly consistent with unit slope and
zero offset. The RMS of the pulls is close to one, so that
the statistical uncertainties do not need any further rescal-
ing. Systematic uncertainties are determined in ensemble
testing using Monte Carlo events. A summary of the sys-
tematic uncertainties, including a comparison to the next-
to-leading order event generator MC@NLO [215–217], is
given in Table 63.
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Fig. 110. Weight distributions from the five data events in the ee channel with (solid/grey histograms) and without resolution
sampling (open histograms)

Table 63. Summary of the systematic uncertainties for the
matrix element weighting method applied to DØRun-II data in
the dilepton channel

Source of systematics ∆mtop (GeV/c
2)

JES pT dependence ±5.6
Event generation (incl. MC@NLO) ±3.0
PDF uncertainty ±0.9
Underlying event simulation ±1.0
Background ±1.0
Calibration ±1.1

Total ±6.7

The application of the matrix element weighting me-
thod to DØ Run-II data yields a measurement of the top
quark mass of:

mtop = 155
+14
−13 (stat.)±7 (syst.)GeV/c

2 . (237)

All jets channel. The most recent DØ measurement of the
top quark mass in the all-jets channel has been made in
110 pb−1 of Run-I data, recorded at

√
s = 1.8 TeV [480].

Since there are no neutrinos in this final state, the associ-
ation of quarks and jets can be made unambiguously. Tem-
plates of the top quark mass, reconstructed in a kinematic
fit, are compared using a binned maximum likelihood fit.
The event selection is very similar to that in the DØ

all-jets cross section measurement in Run-II (Sect. 4.3.5).
Events are required to contain at least six central and high-
ET jets. The signal-to-background ratio is improved by re-
quiring that at least one jet has a soft-muon b-tag. The cor-
responding tagging efficiency in tt̄ event is 15%–20%, the
overall mistag rate on the dominant QCD multijet back-
ground only 2%.
Studies of tt̄ Monte Carlo events, generated with

HERWIG V5.7 [226], show that the mean of the invari-
ant masses of two triplets of jets formed from the six
highest-ET jets, M ≡ (

mt1+mt2
2 ), provide a satisfactory

discriminant for distinguishing tt̄ signal from background.

The two triplets are chosen to be those that minimise

χ2 =

(
mt1−mt2
2σmt

)2
+

(
mW1 +mW0
σmW

)2

+

(
mW2 +mW0
σmW

)2
, (238)

where MW0 = 77.5GeV/c
2 is the mean value of the re-

constructed W -boson mass in the all-jets tt̄ Monte Carlo
events, and mt1 ,mt2 and MW1 , MW2 , are the calcu-
lated masses of the reconstructed jets that correspond to
candidate top quarks and W -bosons, respectively, com-
puted from the jet triplets and, within each triplet, the
jet doublets. The standard deviations are determined in
the tt̄ Monte Carlo to be σmt ≈ 31GeV/c

2 and σmW ≈
21GeV/c2. Minimising the χ2 provides the correct jet-
quark combination in about 40% of the tt̄ Monte Carlo
events. The top quark mass is measured through the best
fit of different admixtures of signal and background to
the observed mass distribution. The posterior probabil-
ity density p(mt, σtt̄|Data), is calculated for a set of mass
values mt. For each mt value, the posterior probability
density, numerically identical to the likelihood L, is max-
imised by varying σtt̄ to give the “maximal likelihood”,
Lmax(mt) as a function of the hypothesised top quark
mass,mt. The “best fitted mass”,mfit, is taken to be the lo-
cation of the minimum of the negative log-likelihood curve,
− lnLmax(mt).
The signal templates are generated using aMonte Carlo

simulation of tt̄ events for a discrete set of masses in the
range 110 to 310GeV/c2 in 10 GeV/c2 steps. The back-
ground is modelled using untagged events. These multijet
events are weighted according to the tag-rate functions to
tag each of their jets as a function of the jet η and ET.
Since the jets in tt̄ events tend to be more energetic,

have a more isotropic momentum flow, and have larger
transverse energies than those in light-quark jets, the event
sample is enriched further by event discrimination based
on a suitable set of kinematic variables. In this analysis,
the following eight variables are used: ET5×ET6, |ηW1 ×
ηW2 |,

√
ŝ, A, S, NETjet , HT3/HT, and HT/H, where ET1
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to ET6 and E1 to E6 are the transverse energies and en-
ergies, respectively, of the six jets, ordered in decreasing
ET; ηW1 and ηW2 are the pseudorapidities of the two hy-
pothesisedW -bosons;

√
ŝ is the invariant mass of the Njets

system; A is the aplanarity and S the sphericity; NETjet is
the number of jets above a given ET-threshold, over the
range 10 GeV to 55 GeV, weighted by the threshold; HT =∑
j ETj ; HT3 = HT−ET1−ET2; and H =

∑
j Ej , where

the sums are over all ∆R = 0.5 cones jets with |η| < 2.5
and ET > 10 GeV. The above variables are combined into
a single discriminant, calculated using a neural network
(NN) with eight inputs, a single hidden layer with three
nodes, and a single output DNN. The network is trained
and tested on independent HERWIG tt̄Monte Carlo sam-
ples and untagged events for the background.
A cutoff DNN > 0.97, optimised on Monte Carlo events

to minimise the RMS of the fitted top mass distribution,
yields 65 events in the final sample. Figure 111 shows
a comparison between the observed mass distribution in
the data and the sum of background and 175GeV/c2 top
quark signal scaled to the observed number of top events.
The fitting procedure, tested in Monte Carlo, is corrected
for a small mass bias of 2.6GeV/c2, using the relation
mfit = 0.712mt+53.477GeV/c

2. The systematic uncer-
tainties are studied in ensembles of Monte Carlo events.
This analysis of the DØ Run-I all-jets data yields

a measured top quark mass of :

mtop = 178.5±13.7 (stat.)±7.7 (syst.)GeV/c
2 .
(239)

Fig. 111. Data and the sum of background and Monte Carlo
signal as a function of the mean mass,M . The insert shows the
− lnLmax as a function of the top quark mass

The corresponding tt̄ production cross section in this fit is
estimated to be σtt̄ = 11±5 pb, which is consistent with
the DØ measurement from the dedicated cross section an-
alysis (σtt̄ = 5.6±1.4 (stat.)±1.2 (syst.) pb).

7.1.3 Combination of measurements

The TEVATRON Electroweak Working Group
(TeVEWWG), responsible for the combined CDF/DØ
average top mass, takes account of correlations between
systematic uncertainties in the different measurements.
They assume statistical uncertainties and fit uncertain-
ties to be uncorrelated between all measurements, full
correlation of uncertainties from uranium noise (for DØ
only) and multiple interactions within each experiment,
full correlation of the background uncertainty within each
channel, and full correlation of signal and Monte Carlo
uncertainty among all measurements of CDF and DØ.
The dominant uncertainty from the jet energy scale is
separated into various components derived from internal
calibrations using the W → qq′ mass scale, and from ex-
ternal calibration using calorimeter-track comparisons for
isolated tracks in CDF and pT balancing in photon+jet
events in DØ. Jet energy scale uncertainties from the in-
ternal calibration are treated as uncorrelated between all
measurements, the external calibration is split up further
in contributions correlated among all measurements and
in contributions correlated within each of the two experi-
ments. The combinations are performed using a program
implementing a numerical χ2 minimisation as well as the

Fig. 112. Prospect for the precision on the top quark mass
measurement in the lepton+ jets channel in CDF+DØ
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analytic BLUE method [315, 316, 481]. The two methods
used are mathematically equivalent, and are also equiva-
lent to the method used in an older combination [473], and
give identical results for the combination. In addition, the
BLUE method yields the decomposition of the error on the
average in terms of error categories specified for the input
measurements.
The combination of the five published Run-I measure-

ments [396, 398, 446, 464, 482] yields a world-average on

Table 64. Measurements of the top quark mass from DØ and CDF and their average

mt (GeV/c
2) Source

∫
Ldt Ref. Method

173.3±5.6±5.5 DØ Run I 125 [465, 484] �+jets, TM

180.1±3.6±3.9 DØ Run I 125 [396, 397] � �+jets, ME

168.4±12.3±3.6 DØ Run I 125 [398] � ��, η(ν)/MWT

178.5±13.7±7.7 DØ Run I 110 [480] all jets

179.0±3.5±3.8 DØ Run I 110-125 [396, 397] DØ comb.

170.0±6.5+10.5− 6.1 DØ Run II 160 [466] † � +jets/topo, TM

169.9±5.8+7.8−7.1 DØ Run II 230 [467] † � +jets/topo, TM (update)

170.6±4.2±6.0 DØ Run II 230 [467] † � +jets/b-tag, TM

177.5±5.8±7.1 DØ Run II 160 [466] † � +jets/topo, Ideogram

169.5±3.0±3.6 DØ Run II 320 [177] †� � +jets/topo, ME withW → jj

155+14−13±7 DØ Run II 230 [479] † ��,MWT

176.1±5.1±5.3 CDF Run I 110 [446, 482, 485] � �+jets

167.4±10.3±4.8 CDF Run I 110 [446] � ��

186.0±10.0±5.7 CDF Run I 110 [464] � all jets

176.1±6.6 CDF Run I 110 [446] CDFcomb.

174.9+7.1−7.7±6.5 CDF Run II 162 [449] † �+jets, TM

173.5+2.7−2.6±3.0 CDF Run II 318 [176] †� �+jets, TM withW → jj

173.0+2.9−2.8±3.3 CDF Run II 318 [451] † �+jets, TM+Jet Prob.

177.8+4.5−5.0±6.2 CDF Run II 162 [453] † �+jets, DLM

173.2+2.6−2.4±3.2 CDF Run II 318 [452] † �+jets, DLM (update)

172.0±2.6±3.3 CDF Run II 318 [454] † �+jets, ME

179.6+6.4−6.3±6.8 CDF Run II 162 [455] † �+jets, Multivar.

207.8+27.6−22.3±6.5 CDF Run II 318 [457] † �+jets, Decay Length

165.3±6.3±3.6 CDF Run II 340 [459] †� ��, ME

168.1+11.0− 9.8±8.6 CDF Run II 197 [460] † ��, ν(η)

170.6+7.1−6.6±4.4 CDF Run II 359 [461] † ��, ν(η) (update)

170.0±16.6±7.4 CDF Run II 193 [462] † ��, ν(φ)

169.8+9.2−9.3±3.8 CDF Run II 340 [447] † ��, ν(φ) (update)

176.5+17.2−16.0±6.9 CDF Run II 193 [463] † ��, pz(tt)

170.2+7.8−7.3±3.8 CDF Run II 340 [448] † ��, pz(tt) (update)

178.0±4.3 CDF & DØ 110-125 [180] † Run-I combination

172.7±2.9 ∗ CDF & DØ 110-340 [46] † world-average (2005)

171.4±2.1 � CDF & DØ 110-1030 [181] ‡ world-average (2006)

∗ World average for the Particle Data Group Review October 2005. It is a combination of Run I and Run II measurements (la-
belled with �), yielding a χ2 of 6.45 for 7 degrees of freedom.
�World average for the Particle Data Group Review April 2006. It is a combination of Run I and Run II measurements, yielding
a χ2 of 8.1 for 8 degrees of freedom.
† Preliminary result, not yet submitted for publication as of October 2005.
‡ Preliminary result, not yet submitted for publication as of April 2006.

the top quark mass of [180]

mtop = 178.0±2.7 (stat.)±3.3 (syst.)GeV/c
2

= 178.0±4.3 (stat.+syst.)GeV/c2 . (240)

The TEVATRON Run-I measurements of the top quark
mass yield a total precision of 2.4%.
Including, in addition, the most recent preliminary

Run II measurements from CDF [176, 459] and DØ [177]
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yields the new world-average on the top quark mass
of [46, 483]

mtop = 172.7±1.7 (stat.)±2.4 (syst.)GeV/c
2

= 172.7±2.9 (stat.+syst.)GeV/c2 . (241)

The TEVATRON measurements of the top quark mass
yield a total precision of 1.7%.
A recent update of the combined top quark mass meas-

urement by the TEVATRON Electroweak/Top Working
group yieldsmt = 171.4±1.2 (stat.)±1.8 (syst.)GeV/c2 =
171.4±2.1 (stat.+syst.)GeV/c2 [181], i.e. a measurement
with 1.2% precision. Since this update arrived after the ed-

Fig. 113. Summary of the
top-quark mass measurements
by DØ (◦) and CDF (�) in
Run-I or Run-II. The open
symbols indicate preliminary
results, the filled symbols are
published measurements. The
top mass combinations [46,
180] by the TEVATRONElec-
troweak Working Group are
shown as stars

itorial deadline for this review no further details could be
included.
Figure 112 shows the prospects for the expected de-

velopment of the precision of the top quark mass meas-
urement in the lepton+ jets channel in CDF+DØ, using
the in situ jet energy scale calibration from the W → qq′

invariant mass, as a function of the integrated luminos-
ity. Already with an integrated luminosity of slightly more
than 1 fb−1, the statistical uncertainty will drop below
1GeV/c2. Up to an integrated luminosity of 1.4 fb−1, the
jet energy scale uncertainty will be dominated by the in
situ mW calibration. Beyond this, the contributions from
the external jet energy scale uncertainties, originating from
Monte Carlo modelling of radiation and fragmentation ef-
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fects and the difference between the b-jet and light quark
jet energy scale, dominate. Depending on the total inte-
grated luminosity recorded per experiment at the end of
the TEVATRON Run-II, the total uncertainty of the top
quark mass measurement from the lepton+ jets channel
alone could be as low as 1.3 GeV/c2. In combination with
all the Run-I measurements and with the Run-II measure-
ments in the dilepton and the all-jets channel, a total preci-
sion of ∆mtop ≈ 1 GeV/c2 appears to be achievable. This,
however, also assumes the presently observed b-tagging
performance and jet energy resolution. Both are expected
to be degraded with increasing integrated and instanta-
neous luminosity.
The different measurements of the top quark mass, de-

scribed in this chapter, are summarised in Table 64 and
Fig. 113. Given the experimental technique used to extract
the top mass, these mass values should be taken as rep-
resenting the top pole mass. The top pole mass, like any
quark mass, is defined up to an intrinsic ambiguity of order
ΛQCD ∼ 200MeV [178].
High energy physicists around the world have started

planning for a future e+e− linear collider, which may be-
come operational in the next decade. Such a machine will
offer newmeans for precision studies of the top quark prop-
erties and dynamics. For example, the top quark mass
could be measured with a precision of ≈ 20MeV/c2 from
a threshold scan [172, 173, 185]. A detailed discussion of the
prospects for top physics at such a machine, however, is
beyond the scope of this review.

7.2 Electric charge of the top quark

It is widely believed that the heavy particle discovered
by the CDF and DØ Collaborations at the TEVATRON
collider in 1995 [42, 43, 437] is the long-sought top quark.
The currently measured properties are still only poorly
known. In particular, its electric charge, one of the most
fundamental quantities characterising a particle, has not
been measured yet. In fact, the top quark is the only
quark whose electric charge has not been measured. In
general, quark charges are easily accessible in e+e− pro-
duction by scanning the centre-of-mass energy up to above
two times the quark mass and measuring the ratio R =
Rate(e+e−→hadrons)
Rate(e+e−→µ+µ−)

. The observed step, ∆R is related to

the square of the quark produced at this energy threshold.
However, the maximum centre-of-mass energy available at
e+e− was

√
s = 209GeV at LEP 2, which was too low to

produce tt̄ pairs. Therefore, it still remains not only to be
confirmed that the discovered quark has charge 2/3e and
hence the Standard Model quantum numbers, but also to
measure the strength of its electromagnetic (EM) coupling
to rule out anomalous contributions to its EM interactions.
Furthermore, it is possible to interpret the discov-

ered particle as either a charge 2/3e or −4/3e quark.
In the top quark analysis of the CDF and DØ Collab-
oration so far, the correlations of the b-quarks and the
W -bosons in pp̄→ tt̄→W+W−bb̄ are not determined. As
a result, there is a twofold ambiguity in the pairing of

W -bosons and b-quarks, and, consequently, in the elec-
tric charge assignment of the “top quark”. In addition to
the Standard Model assignment, t→W+b, also the de-
cay ′′t′′→W−b is certainly conceivable, in which case the
top quark would actually be an exotic quark with charge
q = −4/3e. Current Z → 
+
− and Z → bb̄ data can be
fitted with a top quark of mass mt = 270GeV/c

2, pro-
vided that the right-handed b-quark mixes with the isospin
= 1/2 component of an exotic doublet of charge−1/3e and
−4/3e quarks, (Q1, Q4)R [300, 486, 487]. In this scenario,
the −4/3e charge quark is the particle discovered at the
TEVATRON, and the top quark, with mass of 270GeV/c2,
would have so far escaped detection.
DØ has measured the top quark electric charge using

≈ 366 pb−1 of lepton+ jets events with two or more iden-
tified b-jets and a jet-charge algorithm to discriminate be-
tween b- and b̄-jets [488]. The experimental procedure to
rule out one of the hypotheses comprises three steps.
The first step is to select a pure sample of tt̄ events

in data in the lepton+ jets channel. So each selected tt̄
events has two “legs”, one with a leptonically decaying
W (t→Wb→ 
νb) and one with a hadronically decaying
W (t→Wb→ qq̄′b).
The second step of the analysis consists of assigning the

correct jets and leptons to the correct “leg” of the event,
uniquely specifying which b-jet comes from the same top
(or anti-top) quark as the lepton. To make this assignment,
a constrained fit is performed. In each tt̄ event the observ-
able |Q| is computed, which is the sum of the lepton charge
from the W -boson decay and the charge of the b-jet asso-
ciated to the same leg as the lepton by the kinematic fit.
The charge of the b-jet is computed using a jet charge al-
gorithm calibrated from data. The goal of this analysis is
to discriminate between the Standard Model hypothesis
Qtop =+2/3e and the exotic hypothesis Q“top” =−4/3e.
Each event has a top and an antitop quark. Hence, assum-
ing that charge is conserved, only the cases |Q“top”|= 4/3e
and |Qtop|= 2/3e need to be considered without any loss
of information. Consequently, the top quark charge can be
measured twice in each event.
The third step is to use the shape of the jet charge for

b-jets in data to derive the expected shape of |Q| for the
Standard Model and the exotic scenario. The top quark
charge shapes are mixed with charge distributions ex-
pected for the small background contribution to the sam-
ple. The distribution of |Q| is then compared with the data
and a likelihood method is used to discriminate between
the scenarios.
The lepton+ jets events are selected as in the corres-

ponding tt̄ cross section measurement (Sect. 4.3.3). By re-
quiring events with at least two secondary vertex (SVT)
b-tagged jets, the tt̄ to background ratio is significantly en-
hanced. TheWbb̄ background is expected to represent only
≈ 5% of the sample. The second largest source of back-
ground is single top production, which is expected to con-
tribute around 1% of the selected events.
Discrimination between b- and b̄-jets is achieved by

using tracks of charged particles inside the SVT-tagged
jets. The track momenta and charge are measured with
the DØ central tracking system. All tracks within a cone
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of ∆R = 0.5 from the SVT-tagged jet axis are used. The
tracks must have pT > 0.5 GeV and be within 0.1 cm of the
primary vertex in the z-direction along the beam axis. The
jet charge qjet is defined as the pT weighted average of the
track momenta

qjet =

∑
i qip

0.6
Ti∑

i p
0.6
Ti

, (242)

where the subscript i runs over the selected tracks. The
exponent 0.6 and the cone size are the result of an op-
timisation using fully simulated Monte Carlo tt̄ events.
The discriminating power for b- versus b̄-jets and the jet
charge distributions are directly derived from bb̄ data. The
jet charge distributions are then applied to the tt̄ Monte
Carlo, in order to predict the expected distribution of the
top quark charge. Important differences, in particular in
the η and pT distribution, between b-jets in bb̄ data and b-
jets in tt̄ events are taken into account and result in the
dominant systematic uncertainty for this measurement.
The shape of the jet charge distribution for b- and b̄-jets
is obtained from a bb̄ data sample, where both jets are
SVT-tagged and one jet contains a muon in addition. The
former jet is the ‘probe jet’, the latter one the ‘tag jet’.
The jet charge distribution of the ‘probe jet’ is corrected
for the fraction of c-jets in the sample (≈ 6± 2%) using
Monte Carlo. Similarly, a correction for the muons in the bb̄
sample to come from a cascade decay of a b-meson rather
than from its direct decay or for possible b-meson oscil-
lation is determined from Monte Carlo. The resulting b-
and b̄-jets charge distributions, normalised to unity, can be
interpreted as the probability density functions to meas-
ure a certain jet charge Q given the type of quark (b or b̄)
initiating the jet. These probability density functions are
denoted fb(Q) and fb̄(Q). Systematic uncertainties are as-
signed to the rate of swapped muon signs due to cascade
decays, b-mixing, and charge misidentification of the meas-
ured tagging muon.
In order to measure the top quark charge and to de-

termine a confidence level for the measurement, an ob-
servable and an expectation for the observable in the case
of |Qtop| = 2/3e (Standard Model – SM scenario) and in
the case |Q“top”| = 4/3e (exotic scenario) is needed. The
expected shapes of jet charge for b-jet and b̄-jet in data
are used here to form distributions of the reconstructed
charges for the SM top and exotic charges. The top quark

Fig. 114. Left: The 34 meas-
ured values of the top quark
charge compared to the Stan-
dard Model and the exotic
scenario templates. Right:
The distribution of the like-
lihood ratio Λsm and Λex for
100000 ensembles. The meas-
ured value of Λdata is shown
as straight (dashed) line

charge is measured twice per event. One top quark charge
is constructed as the sum of the charge of the lepton (e or
µ) and the jet charge of the b-jet from the same top quark.
The second top quark charge is constructed as the sum of
the second b-jet charge minus the charge of the charged
lepton. The two observables in each event are defined as:

Q1 = |q�+ qb| ,

Q2 = |− q�+ qB| , (243)

where q� is the charge of the charged lepton, qb is the charge
of the b-jet on the leptonic leg of the event (jb) and qB is
the charge of the b-jet on the hadronic leg of the event (jB).
The top quark charge observablesQ1 andQ2 are produced
using a constrained kinematic fit for the tt̄ hypothesis with
the top mass fixed at 175GeV/c2 to determine the associ-
ation of the two b-jets to the W -bosons. The kinematic fit
considers all jets in the event. The expected shapes of the
top quark charge distributionsQ1 andQ2 are derived from
tt̄ Monte Carlo using jet-parton matching for the flavour
tagging. If the true flavour of jb (jB) is b then the jet
charge qb (qB) is set to a randomly chosen value accord-
ing to the probability density function fb(Q). If it is a b̄
then the function fb̄(Q) is used. The resulting distributions
of the observables Q1 = |q�+ qb| and Q2 = |− q�+ qb| pro-
vide the Standard Model top charge templates. The shape
of the exotic top quark charge templates are determined
by exchanging the jet charge of the SVT-tagged jets on the
leptonic and hadronic side of the event, yielding two ob-
servablesQ1 = |q�+qB| andQ2 = |−q�+qb|. The resulting
exotic and StandardModel templates, normalised to unity,
are used as probability density functions pex and psm, re-
spectively, in the confidence level calculation. In that, sys-
tematic uncertainties from the jet energy calibration, the
jet energy resolution, the jet reconstruction efficiency, the
uncertainty in the background composition, and the uncer-
tainty in the top quark mass are taken into account.
In 17 out of 21 selected double tag events, the kinematic

fit converges, yielding a total of 34 measurements of the top
quark charge. Figure 114 (left) shows the measured values
in data overlaid with the Standard Model and exotic top
quark charge distributions. Using these values, the ratio of
the likelihood of the observation assuming the Standard
Model case divided by the likelihood of the observation as-
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suming the exotic scenario is formed:

Λ=

∏
i p
sm(qi)∏

i p
ex(qi)

, (244)

where psm(qi) is the probability to observe the top quark
charge qi in the Standard Model scenario, and p

ex(qi) is
the probability to observe the top quark charge qi in the
exotic scenario. The subscript i runs over all 34 available
measurements of the top quark charge. The data yields:
Λdata = 11.5.
The value of Λdata is compared to the distribution of

expected Λsm and Λex obtained by generating pseudo-
experiments to emulate the Standard Model and exotic
cases, respectively. For both scenarios, the signal and back-
ground fractions are allowed to fluctuate according to
their errors, where the systematic uncertainties are in-
corporated using the nuisance parameter method [332].
100 000 pseudo-experiments with 34 pseudo-observations
each yield the expected distributions ofΛex andΛsm, which
are shown in Fig. 114 (right) together with the value ob-
served in data. As can be seen, Λsm is more likely if the
data contains Standard Model top quarks rather than ex-
otic top quarks. The probability for the exotic case to give
Λ> Λdata is only 6.3%, giving an exclusion of the 4/3e sce-
nario at the 93.7% CL. The expected confidence level for
the exotic scenario to fluctuate above the median of the
Standard Model value is 89.0%. The consistency of the
observation with the Standard Model, computed as the
probability for the Standard Model to give an outcome
Λsm > Λdata is 34.0%. Therefore the observation is in ex-
cellent agreement with the StandardModel expectation for
the top quark charge.
In summary, the scenario that the top quark charge is

4/3e is ruled out at the 94% confidence level. With more
data being available for analysis at the TEVATRON, more
stringent tests of the top quark charge scenarios (4/3e and
2/3e) will be possible in the near future.

8 Anomalous top quark production

8.1 Limits on ��/�+ jets cross section ratio

The measurements of the tt̄ production cross section in the
different top quark decays channels, described in Sects. 4.2
and 4.3, clearly demonstrate that the top quark is pro-
duced and experimentally observed. However, it is a priori
not obvious, that the ‘top quark’, observed in the dilep-
ton decay mode is identical to the ‘top quark’ in the lep-
ton+ jets decay mode. If both decay modes result exclu-
sively from the decay of the Standard Model top quark,
they should have the same production cross section. If
the production or the decay of the top quarks had non-
Standard Model contributions, as discussed in Sect. 4.1,
one mode might be enhanced with respect to the other.
Based on the tt̄ cross section measurements, using ∼

125 pb−1 of Run II data, CDF measures the cross section
ratio Rσ = σ��/σ�j [489]. In taking the ratio, the small

event statistics are handled carefully, and, most impor-
tantly, the systematic uncertainties that are correlated
between the two analyses cancel. In addition, the cross-
section measurements assume that the top quark decays
with Standard Model branching fractions, e.g. there is vir-
tually always aW in the decay, which decays with its usual
branching fractions. If this is not true, then the measured
value for Rσ would not be consistent with unity. Thus, one
can use Rσ to extract limits on non-standard branching
fractions of the top quark. These limits are by construction
model-dependent.
Here, a simple model is used which does not have any

particular physics motivation, but should give a reason-
able estimate of the efficiency to detect the non-standard
decay. This allows to test if the top quark decays into some-
thing else than t→Wb. For example, in 2-Higgs doublet
models, the top quark could decay to a charged Higgs bo-
son t→H±b with H±→ cs or H±→ τν. In general, the
considered cases are a fully hadronic decay t→Xb, where
B(X → qq′) = 100% or a fully leptonic decay, i.e. t→ Y b,
where B(Y → 

′) = 100%. The decay branching ratios of
the top quark in those decays are labelled β =B(t→Xb)
and β′ =B(t→ Y b).
Figure 115 shows the probability distribution function

for the cross section ratio Rσ = σ��/σ�j , as observed in the
data. Taking into account the correlation of systematic un-
certainties, the cross section ratio Rσ is found to be:

Rσ = 1.45
+0.83
−0.55 , (245)

Rσ > 0.46 at 95% CL , (246)

Rσ < 4.45 at 95% CL . (247)

Therefore, limits on the fully hadronic or the fully leptonic
decay of the top quark are set at:

B(t→Xb) = β < 0.46 at 95% CL , (248)

B(t→ Y b) = β′ < 0.47 at 95% CL . (249)

With larger statistics, these results are expected to
improve significantly. Figure 116 shows the expected devel-
opment of the lower limit on the top quark decay branching

Fig. 115. Probability distribution dN/dRσ function for the
ratio Rσ = σ��/σ�j , as observed in ∼ 125 pb

−1 of CDF data
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Fig. 116.Development of the
expected lower limits on β
(branching fraction to an all-
hadronic decaying top) and
β′ (branching fraction to an
all-leptonic decaying top) as
a function of the integrated
luminosity. The red points (�)
show the result without can-
cellation of correlated system-
atic uncertainties, the green
points(�) include such cancel-
lations

fraction β to an all-hadronic final state (left) and β′ to an
all-leptonic final state (right). Taking correlations of sys-
tematic uncertainties into account, improves the result by
relative ∼ 10%. With 1 fb−1 of data, CDF is expected to
have a sensitivity to β values down to 35% and to β′ values
as low as 12%.

8.2 Studies of tt̄ kinematics

The measurements of the tt̄ production cross section in
the dilepton channel by CDF and DØ Collaborations
in Run-I [490, 491] showed a slight excess over Stan-
dard Model predictions. Several of the events observed
in the Run-I data had missing transverse energy (�ET)
and lepton pT’s large enough to call into question their
compatibility with Standard Model top decay kinemat-
ics. It was suggested that the kinematics of these events
could be better described by the cascade decays of heavy
squarks [492].
CDF has searched for anomalous kinematics in tt̄→

dilepton events in 200 pb−1 of Run-II data [320]. In this
study, a detailed analysis of the kinematics of the Run-II
dilepton sample, which consists of 13 events (Sect. 4.2.1,
[302]) is performed, searching for new physics based on
the comparison of kinematic features of observed events
with those expected from the Standard Model. An a priori
choice of which kinematic quantities to investigate is made,
in order to be sensitive to a wide range of new physics: (i)
the event’s �ET, (ii) the transversemomentum of the leading
lepton p�T, and (iii) the angle φ�m between the leading lep-
ton and the direction of the �ET in the plane transverse to
the beam, (iv) the fourth variable, T , is introduced which
represents how well the kinematics of an event satisfy the
tt̄ dilepton decay hypothesis; a non-tt̄ dilepton event has
on average a small value of T compared to tt̄ events. Im-
posing the mass constraintsm(
1ν1) =m(
2ν2) =mW and
m(
1ν1b1) =m(
2ν2b2) = 175GeV/c

2 leaves two of the six
neutrino momentum components unspecified when solv-
ing the kinematics of the system. A scan is performed over
these two remaining degrees of freedom and the resulting
summed transverse momentum of the neutrinos �ET

pred is

compared to the measured one �ET
obs by computing

T (�ET
pred) = exp

{
−
∣∣∣�ETpred− �ETobs

∣∣∣2 /2σ2�ET
}
,

(250)

where σ�ET parameterises the uncertainty on �ET due to the
mismeasurement of the underlying event. The variable T
is now defined as the square root of the integral T over
the possible values of �ET

pred, determined from the scan
and summed over the two-fold ambiguity in the lepton-b-
jet pairing.
This search is concentrated on events with large values

of �ET, p�T, and φ�m and small values of T , as that is the
region where new physics is expected. Therefore the follow-
ing weight is assigned to each event:

W =
(
w�ETwp�

T
wφ�mwT

)1/4
, (251)

where w�ET , wp�
T
, wφ�m , and wT represent probabilities (as-

suming the StandardModel) for an event to have a �ET, p�T,
φ�m larger than that observed and a T smaller than that
observed, respectively. Then, 13 subsets of the data are
constructed (“K-subsets”); the first subset (K = 1) con-
tains only the event with the lowest weightW , the second
subset (K = 2) contains only the two events with the lowest
weight, and so on.
To quantify the departure of the K-subsets from the

Standard Model predictions, a shape comparison is made
using the Kolmogorov–Smirnov statistics. For each of the
four variables i, the KS deviation ∆K,i between the Stan-
dard Model cumulative function and the cumulative func-
tion of the K-subset is computed. The probability of this
deviation is assessed using a large number of tt̄ Monte
Carlo pseudo-experiments, where the number of events
from the Standard Model processes are Poisson fluctu-
ated. Only pseudo-experiments with a total of 13 events
are accepted. In each pseudo-experiment, K-subsets are
formed and the respective ∆K,i for each subset are cal-
culated. This way, probability distributions for ∆K,i are
built from which the KS probability pK,i can be com-
puted. Next, the geometric mean ΠK of the four pK,i’s
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is calculated for each pseudo-experiment and the proba-
bility distribution functions FK are formed such that the
quantity

PK =

∫ ΠobsK
0

FK(Π)dΠ (252)

determined how well each K-subset agrees with the Stan-
dard Model expectation based on the combined informa-
tion from the four variables.Q is defined to be the value of
the subset K with the smallest PK . By isolating this “un-
likely” subset Q, the dilution of a possible signal from the
presence of Standard Model events is minimised.
The quantity PQ is used as the test statistic to quan-

tify the discrepancy of the data with the Standard Model.
Calculating PQ for a large number of pseudo-experiments,
the probability distribution function L(PQ) is built such
that the significance of the departure of the Q-subset from
Standard Model events is

α=

∫ PdataQ

0

L(PQ)dPQ . (253)

α is the p-value of the test, representing the probability
to obtain a data sample less consistent with the Stan-

Fig. 117. leading lepton pT, φ�,m and T distributions for the top dilepton sample. The hatched regions represent the Poisson
uncertainty on the expectation in a given bin. The dashed histograms are the expected distributions from a SUSY Monte Carlo

dardModel than what is actually observed. Sufficiently low
values of α would indicate the presence of new physics in
the data sample, and theQ events would represent the sub-
sample of the data with the largest concentration of new
physics.
The method is tested on Monte Carlo events with

a 50% : 50% mixture of Standard Model tt̄ events and
SUSY events, aW+≥ 3 jet sample and aW +4-jet sample.
It was found to give stable results and a better performance
than a simple Kolmogorov–Smirnov test.
The distributions of the four selected variables in the

dilepton data set are shown in Fig. 117. The outlined tech-
nique is applied to this data sample. The most unlikely sub-
set of events is found to be the entire data set (i.e.Q= 13),
with a p-value of 1.6%. This result is entirely driven by the
excess of leptons at low pT(< 40 GeV/c) seen in Fig. 117b.
Six of the nine low-pT events contain at least one identified
b-jet and more than half of the low-pT events are consistent
with the tt̄ kinematic hypothesis with large values of T . It
is therefore concluded that new physics scenarios invoked
to describe the high-p�T/high- �ET events, observed in Run-I,
are not favoured by the Run-II data. Including the effect
of systematic uncertainties results in p-values ranging from
1.0% to 4.5%.
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8.3 Measurement of the top quark pT spectrum

The existence of the top quark is by now clearly estab-
lished, as demonstrated by the top quark pair produc-
tion cross section measurements in Sect. 4 and the top
quark mass measurements in Sect. 7. In the Standard
Model, the dominant top quark production mechanism
at the Tevatron is quark–antiquark annihilation. How-
ever, a number of theoretical investigations [137, 438, 493,
494] have concluded that alternative production mech-
anisms may play an important role in top production
at the Tevatron. In particular, many exotic models pre-
dict sizeable enhancements in the cross section for the
production of top quarks having transverse momentum
pT > 200GeV/c.
Using 106 pb−1 of Run-I data, CDF has measured the

true pT distribution of pair-produced top quarks [495].
A previous study by DØ [465] compares the top quark
pT distribution with the Standard Model prediction. The
CDF analysis selects events in the lepton+ jets chan-
nel (lepton = e or µ) according to the standard Run-
I selection criteria. In order to increase the signal sig-
nificance, either the lowest ET jet is required to sat-
isfy tight jet cuts (in terms of ET and η) or that at
least one jet be associated with a b-quark decay from
a secondary vertex tag. The events are reconstructed by
a kinematic fit similar to that used in the top quark
mass analysis. As opposed to using this fit to meas-
ure the top quark mass, here the mass is constrained to
175GeV/c2, a value close to the world average. Requir-
ing events to have a χ2 > 10 from this three-constraint
kinematic fit leaves 61 events in the data sample. Sim-
ulations using the HERWIG event generator show that
there is only a weak correlation between the measured
and the true top quark pT in events for which the in-
correct jet-parton assignment is made. There is a strong
correlation between the measured pT’s for the top and
antitop quarks in a given event. Therefore, the meas-
urement is performed using only the fully reconstructed
hadronic top quark decay candidates. The background
contribution from W + jets events and QCD multijet
events is estimated using a combination of Monte Carlo
and data, as done in the corresponding cross section
measurement [293, 490, 496].
The distribution of measured top quark pT for the 61

selected events is shown in Fig. 118. The Kolmogorov–
Smirnov probability to observe a difference between the
Standard Model prediction and the reconstructed pT dis-
tribution as large as the one measured, is calculated to
be 5%, varying between 1% and 9.4% when the system-
atic uncertainties are taken into account. To correct for the
pT bias due to the reconstruction and resolution effects,
an unsmearing procedure appropriate for small data sam-
ples is used. This procedure extracts the fraction of top
quarks that are produced in each of four pT bins of width
75 GeV/c, spanning the range between 0 and 300GeV/c.
An unbinned likelihood fit to the measured pT distribution
is performed, using a superposition of the response func-
tions, determined from Monte Carlo, and the background
template. The logarithm of the likelihood function to be

Fig. 118. The measured pT distribution for the hadronically
decaying top quarks in the 610 event sample. The hatched dis-
tribution is the estimated background distribution, normalised
to the estimated number of background events. The dashed dis-
tribution is the Standard Model prediction, normalised to the
observed number of candidate events

maximised is:

lnL(B) =

ndata∑
i=1

⎛
⎝ln

⎡
⎣nbin∑
j=1

[
(1−B)RjTj

(
piT
)]
+BV (piT)

⎤
⎦
⎞
⎠

−
(B−µb)2

2σ2(µn)
. (254)

In this equation, Rj is the fitted fraction of top quarks
produced in true bin j, while the Tj(pT) are the response
functions for the tt̄ signal and V (pT) is the background
template. The fit parameter B is the fitted background
fraction and µb±σ(µb) is the estimated background frac-
tion. The data is separated into two “tagging subsamples”,
one of which consists of the subset of events with one or
more b-tags, the other consisting of those events with no b-
tag. For both samples the respective, appropriate transfer
functions are used. The response functions Tj(pT) depend
on the form of the true pT distribution within each pT bin.
Thus, an iterative technique is employed that interpolates
the true pT distribution across a given bin based upon the
currentRi parameter values. The resultingRi fit values are
corrected for the fact that the tt̄ acceptance is a function
of the top quark pT. Systematic uncertainties considered
include the top quark mass, effects of the simulation of ini-
tial and final state radiation, the jet energy calibration, the
background modelling, and the shape of the pT spectrum
within in each bin.
The resulting values for the fourRi are compared to the

Standard Model prediction in Table 65. Also shown is the
result for R1+R2, the fraction of top quarks that are pro-
duced with pT < 150GeV/c (due to a strong negative cor-
relation between the fitted values of R2 and R2, the frac-
tional uncertainty in this result is much smaller than it is
for the individual estimates for R1 and R2). By combining
the statistical and systematic uncertainties, using a con-
volution of the likelihood function for R2 with a Gaussian
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Table 65. Measurement of the top quark pT distribution. The Standard Model (SM) expectation is
generated using the HERWIG Monte Carlo program

pT Bin Parameter Measurement SM Expectation

0≤ pT < 75 GeV/c R1 0.21 +0.22−0.21 (stat.)
+0.10
−0.08 (syst.) 0.41

75≤ pT < 150 GeV/c R2 0.45 +0.23−0.23 (stat.)
+0.04
−0.07 (syst.) 0.43

150≤ pT < 225 GeV/c R3 0.34 +0.14−0.12 (stat.)
+0.07
−0.05 (syst.) 0.13

225≤ pT < 300 GeV/c R4 0.000+0.031−0.000 (stat.)
+0.024
−0.000 (syst.) 0.025

0≤ pT < 150 GeV/c R1+R2 0.66 +0.17−0.17 (stat.)
+0.07
−0.07 (syst.) 0.84

distribution, G, representing the systematic uncertainties,
yields an upper limit on R4:

R4 < 0.16 at 95% CL . (255)

In this analysis, CDF also searches for top quark pro-
duction with true pT > 300GeV/c by modifying the final
response function to incorporate a possible high-pT com-
ponent and subsequently recalculating the upper limit.
Since the largest limit is obtained by assuming no high-pT
component, the above upper limit is extended into a con-
servative upper limit on the fraction of top quarks pro-
duced with pT in the range 225–425GeV/c. Above this pT
value, the relative acceptance for top quarks begins to fall,
reducing to 50% of the acceptance at 225GeV/c for top
quarks produced with pT = 500GeV/c.
At present, there is no equivalent analysis of the top

quark pT spectrum from the higher-statistics Run-II data.
When such analyses are available, it will be possible to test
details of the top quark production mechanism and the top
quark kinematics with much improved precision.

8.4 Limits on tt̄ resonance production
and tt̄ mass spectrum

Narrow resonances decaying to tt̄ pairs are predicted in the
Standard Model as a possible decay mode of the Higgs bo-
son (H → tt̄) [139] or by several theories beyond the Stan-
dard Model. For instance, in the top-colour-assisted tech-
nicolour model [497] which combines top-colour [137, 138]
and technicolour [498–501] models. The technicolour in-
teractions at the electroweak scale are responsible for elec-
troweak symmetry breaking, and extended technicolour
generates the masses of all quarks and leptons except
that of the top quark. The large top quark mass is ac-
counted for by predicting the existence of a residual global
symmetry SU(3)×U(1) at energies below 1 TeV, creat-
ing a new strong gauge force. The strong top-colour in-
teractions, broken near 1 TeV, induce a massive dynam-
ical tt̄ condensate X and all but a few GeV of the top
quark mass, and contribute little to electroweak symme-
try breaking. The SU(3) results in the generation of top
gluons, which have been searched for by CDF in Run-I in
the bb̄ channel [502]. The U(1) gives the Z ′-boson. The tt̄
condensate X, or the heavy Z ′ boson, couples preferen-
tially to the third generation. In one of the scenarios of
the top-colour-assisted technicolour model, the heavy Z ′

boson couples weakly and symmetrically to the first and
second generations and strongly to the third generation
of quarks, and has no coupling to the leptons (leptopho-
bic). The cross section for the Z ′ boson in this model is
large enough for it to be observed over a wide range of
masses and widths in data available at the TEVATRON.
Both, CDF and DØ perform model-independent searches
for a narrow-width resonance X decaying into a tt̄ pair
in the lepton+ jets channel. This search is performed by
examining the reconstructed tt̄ invariant mass distribu-
tion resulting from a constrained fit to the tt̄ hypothe-
sis. In Run-I, CDF and DØ performed such searches at√
s= 1.8 TeV, finding no evidence for a tt̄ resonance. The
resulting limits on σX ×B(X → tt̄), where σX is the res-
onance production cross section, are used to exclude a lep-
tophobic Z ′ boson with width ΓZ′ = 0.012MZ′. The re-
sulting Z ′ mass limits from CDF and DØ at 95% CL
areMZ′ > 480GeV/c

2 [503] andMZ′ > 560GeV/c
2 [504],

respectively.
In Run-II, DØ has searched for tt̄ production via an

intermediate, narrow-width, heavy resonance in the lep-
ton+ jets channel, using lifetime tagging in 370 pb−1 of
data [505]. The lepton+ jets events with four or more jets
are selected as described in Sect. 4.3.2, where at least one
jet is required to be identified as a b-jet using the secondary
vertex tagger, as described in Sect. 4.3.3. Furthermore, the
constrained kinematic fit, described later in this section,
must converge for the selected events.
Monte Carlo samples corresponding to resonant tt̄

production are generated with PYTHIA 6.202 [223],
using CTEQ 5L [94] as the set of parton distribution
functions, for ten different choices of the resonant mass
MX (GeV/c

2): 350, 400, 450, 500, 550, 600, 650, 750, 850,
and 1,000. In all cases, the width of the resonance is set
to ΓX = 0.012MX. This qualifiedX as a narrow resonance
since its width is smaller than the expected mass resolution
of the DØ detector (about 0.4MX in Run-I). Therefore the
obtained upper limits on σX ×B are valid for all choices
of ΓX that are reasonably small compared to the detec-
tor resolutions. The generated resonance is forced to decay
into tt̄ and only the events with one W -bosons decaying
leptonically (including W → τν) and the other W boson
decaying hadronically are selected for further processing
through the detector simulation and reconstruction chain.
The tt̄ invariant mass is reconstructed using a con-

strained kinematic fit similar to the one used for the meas-
urement of the top quark mass (see Sect. 7.1.2). The lepton
and jet resolutions used in the fit have been updated to
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reflect those of the Run-II DØ detector. The following con-
straints are used in the fit:

– the two jets must form the invariant mass of the
W -boson (MW = 80.4GeV/c

2),
– the lepton and the �ET, taking into account the longi-
tudinal neutrino momentum, must form the invariant
mass of theW -boson,
– the masses of the two reconstructed top quarks have to
be equal, and are set to 175GeV/c2.

Only the four highest pT jets are considered in the kine-
matic fit. From the resulting twelve possible jet-parton as-
signments, the one with the lowest χ2 is chosen. This is
found to give the correct solution in about 65% of the tt̄
events. In this version of the analysis, the b-tagging in-
formation is not used to reduce the number of possible
permutations.
Background estimates are obtained in the same way

as described for the corresponding cross section measure-
ment in Sect. 4.3.3. After b-tagging, only ∼ 4% of theW +
jets but ∼ 60% of tt̄ events remain, which makes Standard
Model tt̄ production become the dominant background
in this analysis. After applying the tagging rate meas-
ured in data (tag rate functions), the expected tt̄ yield is
normalised to the theoretical Standard Model prediction
for the tt̄ production cross section: σt = 6.77±0.42 pb for
mt = 175GeV [114]. TheW +jets background is estimated
from a combination of data (tagging rates) and Monte
Carlo information (jet flavour, pT, and η). The shape of
the reconstructed tt̄ invariantmass distribution is obtained
from theMonte Carlo simulation. Themultijet background
is completely determined from data. The total number
of expected events is estimated by applying the matrix
method on the tagged sample. This method allows to de-
termine the total normalisation for this background source
but, due to limited available statistics, not the shape of the
reconstructed tt̄ invariant mass distribution, which is de-
rived from a larger sample of events with the lepton failing

Fig. 119. Left: The resulting tt̄ invariant mass distribution of the combined �+jets channels. The error bars drawn on top of
the Standard Model background indicate the total systematic uncertainty, which has significant bin-to-bin correlations. Right:
Expected and observed 95% CL upper limit on σX ×B(X→ tt̄) compared to the predicted topcolour-assisted technicolour cross
section from a Z′ boson with a width of ΓZ′ = 0.012MZ′ as a function of the resonance massMX

the strict isolation requirements and without requiring b-
tagging. The kinematic biases resulting from the b-tagging
requirement are mimicked by folding per-jet tag rate func-
tions measured in data.
This analysis relies on the prediction of the overall nor-

malisation as well as the shape of the reconstructed tt̄
invariant mass distribution for both signal and the dif-
ferent backgrounds. The systematic uncertainties can be
classified as those affecting only normalisation and those
affecting both normalisation and shape of the tt̄ invariant
mass distribution for one or more processes (signal or back-
ground). The systematic uncertainties affecting only the
normalisation include e.g. the experimental uncertainties
on the Monte Carlo-to-data correction factors, the theoret-
ical uncertainty on the Standard Model prediction for σtt̄
(6%) and σsingletop (12%) and the uncertainty on the in-
tegrated luminosity (6.5%). The systematics affecting the
shape of the tt̄ invariant mass distribution in addition to
the normalisation have been studied both on signal and
background samples. These include e.g. uncertainties on
the jet energy calibration, jet reconstruction efficiency, b-
tagging parameterisations for b, c and light jets, and the
present precision with which the top quark mass is known.
The relative systematic uncertainties on the overall nor-
malisation of the Standard Model background amount to
≈ ±14%, and the shape uncertainties of the tt̄ invariant
mass distributions are taken into account in addition.
After selection cuts, 57 events remain in the e+jets

channel and 51 events in the µ+jets channel. Figure 119
(left) shows the tt̄ invariant mass distribution for the com-
bined 
+ jets channels for the selected events in data
and for the Standard Model background prediction. As-
sessment of the probability for known sources to repro-
duce the data is still being worked on. Assuming there
is no resonance signal, a Bayesian approach is used to
calculate 95% CL upper limits on σX ×B(X → tt̄) for
each hypothesised MX . A Poisson distribution is as-
sumed for the number of observed events in each bin,
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as well as flat prior probabilities for the signal cross sec-
tion. Systematic uncertainties on the signal acceptance
and background yields are implemented via a convolu-
tion procedure of a multivariate Gaussian distribution
implementing a full covariance matrix including correla-
tions. The expected and observed 95% CL upper limits
on σX ×B(X → tt̄) as a function of MX are displayed
in Fig. 119 (right). This figure also includes the predicted
σX ×B(X → tt̄) for a leptophobic Z ′ boson. By ana-
lysing the reconstructed tt̄ invariant mass distribution
and using a Bayeseian method, model-independent up-
per limits on σX ×B(X → tt̄) are obtained for different
hypothesised masses of a narrow-width heavy resonance
decaying into tt̄. Within a topcolour-assisted technicolour
model [497], the existence of a leptophobic Z ′ boson with
MZ′ < 680GeV and width ΓZ′ = 0.012MZ′ is excluded at
95% CL.

9 Anomalous top quark decays

9.1 Top quark decays to charged Higgs

One of the open questions in the Standard Model of par-
ticle physics is the mechanism of electroweak symmetry
breaking.Within the StandardModel, it is speculated that
a single scalar field doublet breaks the symmetry, generat-
ing gauge boson masses for the W± and Z, while leaving
the photon massless, and resulting in a single observable
particle, the Higgs boson [20–22]. To date, current searches
have resulted in the exclusion of the Standard Model Higgs
boson with masses up to 114.4GeV/c2 [47]. The simplest
extension of the Standard Model Higgs sector is built by
the introduction of another Higgs doublet, resulting in a 2
Higgs doublet model (2HDM) [297]. In these models, elec-
troweak symmetry breaking results in five physical Higgs
bosons, three of which are neutral (h0,H0, A0), and two
of which are charged (H±). Supersymmetry theories at-
tempt to solve a number of problems in the Standard
Model, including divergent loop corrections to the Higgs
mass. The minimal supersymmetric extension of the Stan-
dard Model (MSSM) consists of a 2HDM (type 2) sec-
tor, in which one doublet couples to the up-type quarks
and leptons, and the other to the down-type quarks and
neutrinos [297, 506].
At the TEVATRON, direct production of H+H− via

the weak interaction is expected to have a relatively small
cross section, of the order of 0.1 pb [507]. The tt̄ produc-
tion, with a Standard Model expected production cross
section of 6.7+0.7−0.9 pb [113, 114, 116, 117], may offer another
source of charged Higgs production. If kinematically al-
lowed, the top quark can decay to H+b, competing with
the Standard Model top decay t→W+b. This mechanism
might provide a larger production of charged Higgs boson
and offer a much cleaner signature than that of direct H±

production.
Previous searches for the charged Higgs boson have

been performed in the τh+ �ET+ jets+X channel, where
X = e, µ in [382] and whereX = e, µ or τh in [508], where τh

denotes the detection of a τ through its decay to hadrons.
On the assumption that the charged Higgs decays exclu-
sively to τ ν̄, both these searches set limits directly on
B(t→H+b) based on the measured production rate, and
interpret their results in terms of the ratio of the vacuum
expectation value of the two Higgs doublets, tanβ. In most
models, the decayH+→ τ ν̄ is predominant at large values
of tanβ.
Most recent searches in the �ET+ jets+X channel,

where X = e or µ [509] obtain limits in the (mH+ , tanβ)
plane assuming that H± decays to τ ν̄, cs̄ and t∗b̄, the
latter resulting in a Wbb̄ final state. Previous searches
that predict the t→ H+b and charged Higgs branch-
ing fraction as a function of tanβ do so at tree level in
the context of the MSSM. It is now known that higher
order radiative corrections significantly modify this pre-
diction. The corrections strongly depend on the model
parameters and are particularly large at high values of
tanβ [510].
CDF has searched for charged Higgs bosons in tt̄ de-

cay products using 192 pb−1 of Run-II data [511]. In this
analysis, the assumption is made that the charged Higgs
boson may decay either to cs̄, τ ν̄, t∗b̄ orW+h0. In the lat-
ter case only the decay of h0 to bb̄ final states is considered.
Thus, for a single top quark, five possible decay modes are
considered:

– t→W+b
– t→H+b with H+→ τ ν̄
– t→H+b with H+→ cs̄
– t→H+b with H+→ t∗b̄
– t→H+b with H+→W+h0 and h0→ bb̄ .

This search is based on the observed number of events
in the e/µ+ �ET+ jets+X channels, where X = e or µ
(dilepton), X = τh (lepton+tau), X = 1 or more jets with
a displaced vertex (lepton+ jets, ≥ 1 tags), and X = 2 or
more jets with displaced vertex (lepton+ jets, ≥ 2 tags).
Depending on the top quark and Higgs boson branching
ratios, the number of expected events in these decay chan-
nels can show an excess or deficit when compared to the
Standard Model expectation.
The measurements of the tt̄ production cross section

under the assumption B(t→ H+b) = 0 are reported in
References [302] (dilepton), [380] (lepton+tau), [309] (lep-
ton+ jets, ≥ 1 tags), and [307] (lepton+ jets, ≥ 2 tags).
In this analysis, extra requirements are applied to each
channel in order to force the association of every event to
a single channel. In particular, the lepton+ jets channels
are separated into lepton+ jets+exactly 1 tag, and lep-
ton+ jets+2 or more tags. The background contribution
to each of these “exclusive” channels was recalculated, and
the changes from the original cross section analyses found
to be negligible.
The acceptance of the detector for channel k is then:

εk =
5∑

i,j=1

BiBjεij,k(Γt, ΓH± ,mH± ,mh0) , (256)

where Bi (Bj) represent the branching fractions of the top
quark (anti-quark) to decay via mode i(j), and εij,k is the
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efficiency to detect a tt̄ event decay whose top quarks decay
to i and j in the channel k.
The 5 branching ratios Bi can be written in terms

of B(t→ H+b), B(H+ → cs̄), B(H+ → t∗b̄), B(H+ →
W+h0) and B(h0 → bb̄). B(H+→ τ ν̄) is then given by
B(H+→ τ ν̄) = 1−B(H+→ cs̄)−B(H+→ t∗b̄)−B(H+

→H+h0). The dependence of εij,k on the width of the top
(Γt), the width of the charged Higgs (ΓH±), the mass of
the charged Higgs (mh±) and the mass of the h

0 (mh0) is
explicitly calculated.
The efficiencies εij,k are obtained from Monte Carlo

simulation of tt̄ using the PYTHIA [223] generator, modi-
fied to include the decay H+→ t∗b̄. The expected number
of events in channel k (µk) is:

µk = σ
prod
tt̄
εk(ρ)+n

bkg
k , (257)

where ρ represents a generic set of parameters from which
the nine quantities (five branching ratios, Γt, ΓH± , mH±
and mh0) needed to calculate the acceptance can be de-
rived, σprod

tt̄
is the production cross section, and Nbkgk is

the number of expected background events in the channel
k. A likelihood is obtained by comparing the number of
observed versus the number of expected events in all chan-
nels. The computation of the likelihood takes into account
correlations between different channels.
In the MSSM the nine quantities can be predicted from

a specific set of MSSM parameters, including mH± and
tanβ. For this analysis, CPsuperH [512] is used to calculate
all the Higgs masses and branching ratios. This program
includes QCD, SUSY-QCD and SUSY-EW radiative cor-
rections. In addition, corrections to the top and bottom
Yukawa couplings are implemented in a consistent way.
When comparing the number of expected events to

what is expected when B(t→H+b) = 0 for the four chan-
nels, a Bayesian approach with a flat prior on log10 tanβ is
used. The probability is integrated over its maximum dens-
ity region to obtain upper and lower limits in tanβ at the
95%CL. The resulting exclusion region in the (mH± , tanβ)
plane is shown in Fig. 120. In all the used MSSM bench-
mark scenarios, the low tanβ region is excluded in a similar
region as shown in this figure. The large tanβ exclusion re-

Fig. 121. The red solid re-
gion represents the CDFRun-
II excluded region in the
(mH± , B(t → H

+b)) plane,
while the expected exclu-
sion, assuming only the pres-
ence of Standard Model back-
ground, is shown as the black
solid line. Left: The tauonic
model with B(H+ → τ ν̄) ≡
1). Right: The worst case
branching ratio combination

Fig. 120.MSSM exclusion region. The expected exclusion lim-
its are indicated by a black solid line and the 1-sigma confidence
band around it is obtained from pseudo-experiments. The con-
tour of the red solid region indicates the observed limits at the
95% CL. The lower green region is the LEP combined results
from direct searches

gion, however, can be significantly reduced, and even van-
ishes, depending on the parameters of the benchmark used.
Present bounds on the Standard Model Higgs boson

mass, reinterpreted in the context of the MSSM, put strong
constraints on values of tanβ [513]. The region of large
values of tanβ is also theoretically appealing since it is con-
sistent with the approximate high-energy unification of the
top and bottom Yukawa couplings [514–516].
In this region, the decay H+→ τ ν̄ is expected to dom-

inate in a large fraction of the MSSM parameter space.
Under this assumption the charged Higgs branching ratio
of H+→ τ ν̄ is explicitly set to unity (Tauonic model),
and the posterior probability is evaluated as a function of
B(t→H+b). Furthermore, in this case the charged Higgs
and top quark widths are set to ΓH± = 1.4GeV/c

2 and

Γt =
ΓW

1−B(t→H+b)
. A posterior probability density ofB(t→

H+b) is obtained using a flat prior that is constant between
0 and 0.9 and null elsewhere. The 95% CL is obtained by
integrating the posterior probability density over the max-
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imum density region. This procedure is repeated for differ-
ent charged Higgs boson masses and the resulting 95% CL
excluded region is shown in Fig. 121 (left) as a function of
mH± yielding an overall limit of B(t→H

+b)< 0.4 at 95%
CL.
The Tauonic Higgs model is a particular choice of the

charged Higgs branching ratios with B(H+→ τ ν̄ = 1. The
analysis is repeated considering all possible branching ratio
combinations, i.e. making no assumptions on the decay
of the charged Higgs boson. For a specific charged Higgs
mass, the chargedHiggs branching ratio to each decay is di-
vided in 21 bins. This results in 1771 possible combinations
subjected to the relation B(H+ → τ ν̄)+B(H+ → cs̄)+
B(H+→ t∗b̄)+B(H+→W+h0)≡ 1. Looping over all the
1771 possible combinations, a limit on B(t→H+b) is ob-
tained in each bin. The worst limit is quoted for the used
charged Higgs boson mass and the analysis is repeated
for charged Higgs masses in the 80 to 160GeV/c2 range,
as shown in Fig. 121 (right). These results are model-
independent and therefore the most conservative limits on
B(t→H+b), yielding an overall limit of B(t→H+b) <
0.85 at 95% CL.

10 New physics in events with tt̄ topology

10.1 Search for heavy fourth generation t� quarks

The cross section for tt̄ production has been measured in
Run-II in several different decay channels and methods
(Sect. 4). The results are in good agreement with the Stan-
dard Model prediction. It is of interest to study whether
the present data allow or preclude the production of hypo-
thetical new quarks which decay to final states with a high
pT lepton, large �ET, and multiple hadronic jets, having
large total transverse energy HT. There are several possi-
bilities arising from extensions to the Standard Model, in
which this may be the case, and are not excluded by preci-
sion electroweak data or other direct searches.
CDF has performed a search for heavy fourth gener-

ation t′ quarks in the lepton+jets channel using 200 pb−1

of Run-II data [517]. Here, the hypothetical new quark is
referred to as t′, but it need not be a standard fourth-
generation up-type heavy quark. For the purpose of this
analysis, a new quark is considered which:

– is pair-produced strongly,
– has mass greater than the top quark, and
– decays promptly toWq final states.

In particular, it is not necessary to demand the charge of
the quark to be +2/3, nor need it even be a fermion. In the
case of a new scalar quark, however, the production rate
will be reduced due to the β3 factor in its production cross
section.
A fourth generation of matter fermions with light neu-

trino ν4 with mass m(ν4) <mZ/2 is excluded by precision
data fromLEP1.However, as pointed out in [298] and [299],
a heavier fourth generation of fermions withmZ/2<mf <
O(〈H〉) is consistent with existing precision electroweak
data. The present bounds on the Higgs in such scenarios

are relaxed; The Higgs boson mass could be as large as
500GeV/c2. Additional fermion families can be accommo-
dated in 2-Higgs doublet scenarios andN= 2SUSYmodels,
and possibly remove the requirement of the weak-mixing
assumption. In that case, the decay t′→Wq may predom-
inate, assumingm(t′)>m(b′)+m(W ), for example.
Other theoretical possibilities lead directly to the sce-

nario of interest here. In one version of the “beautiful
mirrors” model [300], there exists an up-type quark with
the same quantum numbers as the top, which decays as
χ→Wb. In this scenario, the slightly anomalous results
from LEP on the b forward-backward asymmetry are ac-
commodated naturally, and the electroweak fits are im-
proved (with a relaxed upper limit on the Higgs boson
mass).
Recent theoretical developments lead to the hypothe-

sis of the existence of a heavy t′. Little Higgs models [518]
evade the hierarchy problem by introducing a minimal
set of gauge and fermion fields in the context of a large-
extra-dimension framework. The minimal version of these
models, however, results in new quarks which have mass
of order 1 TeV/c2, too heavy for Tevatron studies. Non-
minimal Little Higgs scenarios, however, are of course
possible.
So the basic conclusion is that there exist enough the-

oretical scenarios and ideas involving new heavy quarks,
which need to be searched for in as many channels as
possible. In order to allow the widest possible theoret-
ical interpretation, the results are expressed in a model-
independent way as limits on the t′ pair production cross
section times branching ratio t′→Wq, leading to the high-
HT lepton+ jets+ �ET signature with an acceptance de-
termined from a generic fourth generation quark decaying
toWb.
This CDF t′ analysis uses the same data set and event

selection as the kinematic top cross section measurement
(Sect. 4.2.2, [304]), using the requirement of ≥ 4 jets. The
observed distribution of total transverse energy in the
event, HT, is used to distinguish the t

′ signal from the
backgrounds by fitting it to a combination of t′ signal,
tt̄, W +jets, and QCD background shapes. A likelihood
method is used to extract the t′ signal and/or to set an up-
per limit on its production rate. As in the top cross section
measurement, a binned likelihood in HT is calculated as
a function of the t′ cross section. Using Bayes’ Theorem the
likelihood is converted into a posterior density in σt′ from
which the limit is derived. Unknown parameters, such as
the production rate for W +jets, the tt̄ production cross
section, lepton ID data/MC scale factors true integrated
luminosities etc. are considered to be systematic uncertain-
ties and treated in the likelihood as nuisance parameters
which float in the fit, but may be constrained within their
expected distributions.
No evidence for a t′ signal is observed. Figure 122 (left)

shows the observedHT distribution and the best fit to the
distribution at the t′ cross section point where the 95%
CL upper limit is set. In this case the tt̄ cross section has
floated to 6.1 pb. Figure 122 (right) shows the final result of
the 95% CL upper limit on the t′ production rate as a func-
tion of the t′ mass. The result includes three curves, that



972 A. Quadt: Top quark physics at hadron colliders

Fig. 122. Left: Distribution of HT, showing the result of the fit for t
′ for m(t′) = 225 GeV/c2. The normalisations of the various

sources are those corresponding to the maximum likelihood when the cross section for t′ is set to its 95% CL upper limit. Right:
95% CL upper limit on the production rate for t′ as a function of the t′ mass. The three (blue) curves correspond to top quark
masses of 170, 175, and 180 GeV/c2 (the lowest curve corresponds to the lowest mass). The lowest (purple) curve is the theoretical
cross section calculated from PYTHIA and scaled to agree with NNLO calculation

in general overlap, for an assumed top quark mass of 170,
175, and 180GeV/c2. This plot also includes a curve with
the theoretical prediction from PYTHIA [223], multiplied
by a factor 1.055 to account for the fact that PYTHIA’s
prediction is smaller than the ones from the NNLO calcu-
lations [113, 114, 116, 117]. In conclusion, at 95% CL a t′

mass larger than 175GeV/c2 is ruled out, if the true top
mass is about the same value. For a smaller top mass, the
excluded mass is lower, and vice versa for a higher mass.

11 Top quark physics at the LHC

11.1 LHC collider and experiments

In spite of the remarkable ability of the Standard Model
of elementary particle physics to describe all existing accel-
erator data with high precision, the Standard Model fails
to answer a number of fundamental questions, such as the
mechanism of the electroweak symmetry breaking and the
origin of fermion and boson mass, the relevance of the ob-
served number of lepton and quark generations, the energy
dependence of the running gauge couplings and a possible
unification at a GUT scale, the hierarchy problem of funda-
mental energy scales to differ by many orders of magnitude
etc. All these problems point towards new physics beyond
the Standard Model, expected to show clear signatures at
the TeV energy scale. To look for this new physics, CERN’s
Large Hadron Collider (LHC) is being constructed and ex-
pected to begin operation in 2007.At four interactionpoints
the experimentsATLAS, CMS, LHC-B, andALICE are be-
ing installed. ATLAS and CMS are omni-purpose experi-
ments, which will investigate a multitude of research top-
ics, such as StandardModel electroweak precisionmeasure-
ments, Higgs physics, top quark physics, the search for Su-
persymmetry, dark matter candidates, and other phenom-
ena beyond the Standard Model, B-Physics (CP violation)
and heavy ion physics. LHC-B is a collider experiment with
single-spectrometer detector setup, optimised for measure-
ments in the B sector and studies of CP violation, while AL-
ICE is optimised for the investigation of heavy ion physics

and the quark-gluon plasma. In the following, the main fo-
cus of this review is placed on the top quark physics poten-
tial with the ATLAS and CMS experiments.

11.1.1 The LHC accelerator

The Large Hadron Collider [519–522] is a proton–proton
collider, currently under construction at CERN. It is be-
ing built into the tunnel of the former LEP accelerator
(Fig. 123), located about 100m underground, so that most
of the infrastructure could be recycled and only small civil
engineering projects were necessary. The LHC will acceler-
ate two beams of protons in opposite direction in a 27 km
long ring up to a beam energy of 7 TeV. Operation with
heavy ions is foreseen as well. The beams, each containing
about 3×1014 protons, are brought to collisions at four in-
teraction points. The design luminosity is 1034 cm−2 s−1.
To keep the particles on track, the LHC will be equipped
with high-field superconducting NbTi dipole magnets (up
to 8.34 T), which are operated in superfluid helium. The
main parameters of the LHC are listed in Table 8 in com-
parison to the Spp̄S and the TEVATRON.
The LHC will benefit from existing accelerator facili-

ties at CERN (Fig. 123), namely the Linac, the Booster,
the proton synchrotron (PS), and the super proton syn-
chrotron (SPS). The protons are obtained from a hydrogen
source. They are pre-accelerated in the Linac to energies
of 50MeV. Then they enter the Booster, which increases
the energy to 1.4 GeV. Successive acceleration of the pro-
tons takes place in the PS and SPS to energies of 25 GeV
and 450GeV, respectively, before they are injected into the
LHC. The particles are accelerated by an RF system which
operates at a temperature of 4.5 K and at 400.8MHz, the
second harmonic of the SPS frequency. Superconducting
cavities are used which are sputtered with a thin film of
Niobium. The design voltage of the RF system is 16MV
per beam, providing an average bunch length of 7.5 cm.
The bunch spacing is 25 ns, i.e. ten RF periods.
Since two beams of particles with the same charge must

be accelerated in opposite directions, two independentmag-
netic channels are needed. However, they will be housed in
the same yoke and cryostat system. The magnet coils are
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Fig. 123. Left: Layout of the LEP tunnel including the new LHC infrastructure (shown in dark grey/red) with the SPS pre-
accelerator. Right: Chain of particle accelerators at CERN

Fig. 124. A cutaway view of
the ATLAS detector and its
components

made of copper-clad Niobium-Titanium cables. They are
operated at 1.9 K with a current of 15 000A, and have to
withstand forces of some hundred tons per meter during the
ramping of the magnetic field. The LHCwill consist of 1232
main dipoles and 392 main quadrupoles, the latter produc-
ing gradients of 233 T/m. In case of quenches, the stored en-
ergymust safely be released fromthemagnets.The energy is
absorbedby resistors,which canbe switched into the circuit,
heating eight tons of steel to about 300◦.

11.1.2 The ATLAS detector

The ATLAS20 [523] detector is an omni purpose detector,
designed to explore the full physics program of the LHC.

20 The name is an acronym for ‘A Toroidal LHC ApparatuS’.

Figure 124 shows a sketch of the ATLAS detector. The de-
tector has cylindrical symmetry with a height (diameter)
of 22 m, a length of 46m, and a weight of almost 7000 tons.
The parameters of the LHC and the challenging physics
program put high demands on the components of ATLAS:

The inner detector. The inner detector (ID), embedded
in a solenoidal magnetic field of 2 T, is contained inside
a cylinder of 7 m length and radius 1.15m, covering an ac-
ceptance of |η| < 2.5, and consists of three parts: A high
resolution pixel detector with 123 million readout chan-
nels, a microstrip semi conductor tracker (SCT) with
6.2 million channels, and a transition radiation tracker
(TRT) made of straw tubes with 420000 channels. The sil-
icon detectors provide a small number of high resolution
space points (three in the Pixel, and four in the SCT),
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while the TRT provides on average 36 points for tracks in
|η|< 2.5.
The Pixel detector, made of 1500 barrel and 700 disk

modules of 61 440 pixels21 each, consists of three radial
layers. The layers are located at 5.05 cm, 8.85 cm, and
12.25 cm radius, each corresponding to 1.7%X0 thickness.
On each side of the barrel detector, three disks of pixel
modules are placed at z = 49.5 cm, 58 cm, and 65.0 cm, in
particular for the forward tracking and b-tagging.
The SCT is comprised of silicon microstrip modules,

each containing four single-sided silicon detectors of 6.36×
6.40 cm2 area, segmented into 768 strips with a pitch of
80 µm. Two such modules are arranged back-to-back at
a 40mrad stereo angle to provide three-dimensional space
point information. The barrel SCT contains four such dou-
ble layers at radii between 40 cm and 52 cm, complemented
by 9 disks on either side of the barrel for large-|η| tracking.
The TRT is built from straw tube detectors with 4mm

diameter, filled with a Xe, CO2, CF4 mixture (70% : 20%
: 10%) in a total volume of 3 m3. Each straw contains
a 30 µm thin goldplated W-Re wire at the centre. The bar-
rel detector is 144 cm long and consists of 50 000 straws,
arranged in three rings with a total of 73 layers at radii
between 56 cm and 107 cm. The two end-caps each consist
of 18 wheels. In the central region, the ATLAS tracker is
expected to achieve a resolution of

σ1/pT ≈ 0.36⊕
13

pT
√
sin θ

(TeV−1) . (258)

The calorimeters. ATLAS has three types of calorimeters:
An electromagnetic calorimeter covering the region |η| <
3.2, hadronic calorimeters in the barrel (|η| < 1.7), and
in the endcaps (1.5< |η| < 3.2), and forward calorimeters
covering the region 3.1 < |η| < 4.9. The electromagnetic
calorimeter (EM) consists of liquid Argon (LAr) as active
material with an accordion-like structure of Kapton elec-
trodes and lead as absorber. The calorimeter is divided into
several samples of ∆η×∆φ size varying from 0.003×0.1 to
0.1×0.1, depending on the pseudorapidity range. The EM
has about 190000 readout channels and is 24X0 thick. On
the inner side of the EM, a presampler, consisting of a LAr
layer of 1.1 cm (0.5 cm) thickness in the barrel (endcaps), is
installed. The design goal for the EM energy resolution is

σE

E
=
0.1
√
E
⊕
0.3

E
⊕0.01 . (259)

The hadronic calorimeter consists of a central barrel
part (|η| < 1.0) and two identical extended barrels (0.8<
|η|< 1.7) based on an alternating structure of plastic scin-
tillator plates (tiles) and iron absorbers. At larger pseudo-
rapidity (1.5 < |η| < 3.2, endcap), the hadronic calorime-
ters are made from intrinsically radiation-hard LAr detec-
tors. The very forward region (3.1< |η|< 4.9) is covered by
LAr detectors, placed at 4.7m distance from the interac-
tion point, and consisting of copper or tungsten as passive

21 A pixel covers the area 400×50 µm2.

material. The design goal for the energy resolution is

σE

E
=
0.5
√
E
⊕0.03 . (260)

The muon spectrometer. The muon system is an outstand-
ing feature of the ATLAS detector. The muon spectrom-
eter measures the deflection of muon tracks in supercon-
ducting air-core toroid magnets. They are equipped with
trigger chambers and high-precision tracking chambers.
The system covers the region |η| < 1.0, using magnetic
bending by large barrel toroids, and the region 1.4< |η| <
2.7 using two smaller endcap magnets which are located
on both ends of the barrel toroid. The precision meas-
urement of muon trajectories is realised by two types of
chambers, monitored drift tubes (MDT), and cathode strip
chambers (CSC). There are three cylindric layers in the
barrel, located at radii of 5, 7.5, and 10m. The endcap
chambers in the range 1< |η|< 2.7 are located at distances
of 7, 10, 14, and 21–23m from the interaction point. The
MDTs consist of 3 cm-diameter aluminium tubes, filled
with a 93% : 7% mixture of Argon and CO2, and a 50 µm
sense wire in the centre. The MDTs cover most of the η-
range. The CSCs are multiwire proportional chambers of
high granularity, filled with a 30% : 50% : 20% gas mix-
ture of Argon, CO2, and CF4. The CSCs cover the region
2< |η| < 2.7. In addition, the muon system also contains
resistive plate chambers (RPCs) in the barrel and thin
gap chambers (TGCs) in the endcaps for triggering pur-
poses. They have good time resolution of 2 ns and 5 ns,
respectively.

The trigger and data acquisition system. The LHC proton
bunches will cross at a rate of 40MHz. At design luminos-
ity of 1034 cm−2 s−1 there will be on average 23 inelastic
pp collisions per bunch crossing, yielding an event rate of
almost 1 GHz. A multiple-stage trigger system is required
to reduce the data to a manageable amount and to filter
for interesting events. In ATLAS, the Level-1 trigger per-
forms the initial event selection and reduces the rate to
less than about 75 kHz. It identifies regions in the detec-
tor with interesting features, so-called regions of interest
(RoI). Information from all RoIs are combined and passed
on to the Level-2 trigger, which applies a series of opti-
mised selection algorithms to the event. The event filter
(EF) processes the output of Level-2 with more sophis-
ticated reconstruction and trigger algorithms using tools
similar to the offline software. The EF then takes the final
decision if the event is discarded or written to tape. Level-2
and the event filter form the high level trigger (HLT). The
HLT output rate is about 100Hz, and selected events are
expected to have an average size of 1.5MB. The mass stor-
age therefore must be capable of recording a few hundred
MB per second.

11.1.3 The CMS detector

The compact muon solenoid (CMS, [524]) is – similar
to the ATLAS experiment – a multi-purpose detector
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Fig. 125. A cutaway view
of the CMS detector and its
components

placed at a high luminosity intersection point of the LHC.
It is designed to detect as many particle types as pos-
sible – leptons, photons, jets, and b-quarks – and isolate
at each bunch crossing the events of interest for physics
studies. A cutaway view of the CMS detector and its
components is shown in Fig. 125. The CMS experiment is
optimised for studies of the following physics processes:
the search for Higgs bosons and SUSY particles, stud-
ies of the bottom and the top quark, precision tests of
the Standard Model, QCD tests and examinations of
the quark–gluon plasma. The resulting detector design
consists of the following subsystems: the central tracker,
the electromagnetic calorimeter (ECAL), the hadronic
calorimeter (HCAL), the solenoid magnet, and the muon
system. Except for the magnet, each subsystem is divided
into a central ‘barrel’ part and two ‘forward’ parts. The
main sub-detector systems are briefly described in the
following.

The central tracker. The CMS tracker should provide ro-
bust and accurate tracking and vertexing information
for charged particles. Due to the high radiation environ-
ment it has to be ensured that the detectors used are
sufficiently radiation hard, to guarantee their function-
ing over the full operation period of the experiment. CMS
has decided to built the entire tracking detector out of
silicon pixel and silicon microstrip detectors, with a struc-
tural support made of carbon fibre composite. To reach
sufficient radiation hardness and limit the leakage cur-
rent of the devices, the whole tracker volume has to be
cooled down to −10 ◦C. Due to the very high particle and
track density near the interaction region, the innermost
layers of the CMS tracker are made of silicon pixel de-

tectors, located at radii of 40 mm and 70mm. Later on
an additional layer at r = 110mm will be added. In the
forward regions, the pixel detector consists of two disks
each. The pixel size was chosen to be 100×150 µm2. The
expected 3-dimensional vertex resolution from the pixel
detector is 15 µm, the impact parameter resolution trans-
verse to the beam 35 µm, and 75 µm along the beam
line. In total, the pixel detector comprises about 4×107

readout channels with an expected occupancy of less
than 10−4.
The silicon microstrip tracker extends from a radius

of 20 cm up to 110 cm. The expected particle rate allows
the use of silicon microstrip detectors, which are arranged
in four different sub-detectors: The tracker inner barrel
(TIB) has four layers with ±100mrad stereo modules in
layer one and two. There are two tracker inner disk mod-
ules (TID). One TID consists of three disks each equipped
with three rings of sensors. Stereo modules are used in the
inner two rings. The tracker outer barrel (TOB) has six
layers with stereo modules and layers one and two. There
are two tracker end caps (TEC), where each TEC is com-
posed of nine disks, each with up to seven rings of modules
of which those in rings one, two and five are stereo mod-
ules. Rectangular modules are used in the TOB and TIB,
while wedge shaped sensors are used for TEC and TID.
The sensors of all four sub-detectors have a strip pitch of
80 µm in the inner detectors and up to 205 µm in the end-
cap detectors with a varying sensor thickness of 320µm in
the inner layers and up to 500 µm in the endcaps. The sil-
icon microstrip detector covers a total area of 224m2 and
is therefore the largest semiconductor detector of that kind
today. It ensures tracking coverage up to |η|< 2.6 with up
to 12 measurement points. In total this detector comprises
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10M channels and provides tracking at an occupancy of
less than 1%. It will be aligned with a laser alignment sys-
tem, aiming for spatial module alignment of better than
100 µm, which will be available from reasonable tracking at
the trigger level. Higher precision will be achieved offline
with track alignment. The tracker is embedded in the high-
field superconducting solenoid of 5.9m diameter, which
achieves a uniform magnetic field of 4 T over a length of
12.48m. The combination of this very strong magnet and
the precision silicon tracker provide an expected momen-
tum resolution of

σpT
pT
≈ 0.1×pT [TeV].

The calorimeters. The CMS calorimeter consists of two
sub-detectors, the inner, electromagnetic calorimeter
(ECAL), and the outer hadronic calorimeter (HCAL).
The ECAL aims at the measurement of the energy and

direction of electrons and photons in the rapidity range
up to |η|< 2.6. It is a crystal calorimeter made of PbWO4
crystals, providing excellent energy resolution and radia-
tion hardness at the same time. The scintillation speed is
high, allowing easy bunch crossing identification and min-
imisation of pileup effects. The 23 cm long crystals of the
barrel region correspond to 26 radiation lengths. In this re-
gion the crystals are read out via Avalanche Photo Diodes
(APDs) which can be operated in the high magnetic field.
In the forward region, the use of a preshower detector in-
cluding 3 radiation lengths of lead makes it possible to
use somewhat shorter crystals of 22 cm length. These are
read out by vacuum photo triodes which aremore radiation
hard than APD’s. The expected energy resolution ranges
from σE

E
= 2.7%√

E
x⊕ 0.2

E
⊕0.55% in the barrel region to σE

E
=

5.7%√
E
⊕ 0.25

E
⊕0.55% in the endcap region (E in GeV).

The main task of the hadronic calorimeter is the meas-
urement of hadronic jets and the so-called missing energy.
The barrel and endcap parts of the HCAL are supple-
mented with two forward HCALs, increasing the accept-
ance to rapidities of |η|< 5. An outer tailcatcher calorime-
ter, covering |η| < 1.3 ensures total energy containment
of showers in the barrel region. The HCAL is a sam-
pling calorimeter, about 5–10 interaction lengths deep,
depending on η. It consists of copper absorber plates in-
terleaved with plastic scintillators. In the forward region
the scintillators are replaced by quartz fibres, which are
better suited for the high radiation dose expected there.
The expected energy resolution ranges from σE

E =
70%√
E
⊕

9.5% at η = 0 to σE
E
= 172%√

E
⊕ 9% in the forward region

(E in GeV).

The muon system. The muon system will be used to iden-
tify muons and measure their momentum, offline as well
as in the trigger. The muon detectors are placed in the re-
turn yoke of the magnet. In the barrel region, |η| < 1.3,
drift tubes are installed, made of standard rectangular drift
cells. In the endcaps, cathode strip chambers are used, due
to their better performance in the varying magnetic field
there. Also, being faster and finer segmented than the drift
tubes, they are better suited for the higher particles rates
in the forward direction. In addition, resistive plate cham-
bers will be used in the barrel and the endcap region. They

will be used for trigger purposes, because of their fast re-
sponse and good timing resolution. The expected momen-
tum resolution is 6%–20% for pT < 100GeV and 15%–35%
for pT = 1TeV. The global efficiency for detecting muons is
larger than 90% for pT < 100GeV and remains about 70%
up to the highest muon momenta expected at the LHC.
Due to the strong magnetic field and the energy losses in
the calorimeter, only muons with a transverse momentum
of about 4 GeV (barrel) or 2 GeV (endcap) can reach the
muon system.

The trigger system. At the nominal LHC luminosity of
1034 cm−2 s−1, an average number of ∼ 20 interactions per
bunch crossing is expected every 25 ns. Considering the
∼ 108 channels of the CMS detector, the data stream com-
ing from the detector is estimated to be ∼ 1MB per event,
resulting in 100 TB of data per second. At CMS, the chal-
lenge to reduce this enormous data stream from the 109

events per second (1 GHz) down to 100 Hz and a data rate
of ∼ 100MB/s is met by employing a three-level trigger
system:
The Level-1 trigger exploits only a small subset of data

which can be collected very rapidly at each bunch cross-
ing. Low resolution and coarse granularity information
obtained from local pattern recognition in the muon sys-
tem and macro-granular energy evaluation in the calorime-
ters is used to construct ‘trigger candidates’ for muons,
electrons/photons, and jets (including τ candidates). For
each trigger candidate, a position and transverse momen-
tum measurement is provided, together with other prop-
erties such as quality indicators or bunch crossing identi-
fication. Threshold cuts are applied to the candidates so
that the output rate after Level-1 is 50 (100) kHz in the low
(high) luminosity operation mode of the LHC. The Level-1
decision is taken after 3.2 µs, of which∼ 1 µs is spent on the
data processing, the rest on data transfer to Level-1. After
a Level-1 decision is made, the precision data is transferred
from pipeline memories to the Level-2.
Level-2 further reduces the event rate by a factor 10.

It reconstructs the physics objects more accurately as it
is provided with finer granularity and higher precision
data. Also, first use is made of primary tracking informa-
tion (Level-2.5). The algorithms employed are fairly so-
phisticated, yet fast, and they are executed on fully pro-
grammable commercial processors. On average, Level-2
processes a new event every 10 µs and yields an output rate
of 10 kHz.
The Level-3 trigger exploits full event reconstruction, in

particular the full tracker information, to perform an on-
line analysis allowing to identify the physics process. The
final output rate is 100Hz, i.e. further reduction of a factor
100. Level-3 runs almost the complete offline algorithms on
fully programmable commercial processors.
Level-2 and Level-3 together are called the high level

trigger (HLT). All HLT algorithms are executed in a sin-
gle processor farm with standard CPUs, allowing to profit
maximally from the technological advances before 2007.
The design parameters of ATLAS and CMS are sum-

marised in Table 66 in comparison to the TEVATRON ex-
periments CDF and DØ.
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Table 66. Design parameters of the two LHC experiments ATLAS and CMS, in comparison to the TEVATRON experiments
CDF and DØ. For the energy resolutions, the energy E is given in GeV. For the track resolutions, the transverse momentum PT
is given in TeV for ATLAS and CMS, and in GeV for CDF and DØ

parameter ATLAS CMS CDF DØ

length 46 m 22m 14m 17m
height 22 m 15m 10m 11m
weight 7000 t 12500 t 5000 t 4600 t
magnet (solenoid) 2 T 4 T 1.4 T 2 T

(toroid) ≈ 4 T −− ≈ 2 T

ECAL reso (σEE )
10%√
E
⊕ 30%E ⊕1%

2.7%√
E
⊕ 20%E ⊕0.55%

13.5%√
E
⊕2% 15%√

E
⊕0.4%

HCAL reso (σEE )
50%√
E
⊕0.03 70%√

E
⊕9.5 % 75%√

E
⊕3% 50%√

E

cal η ≤ 4.9 ≤ 5.0 ≤ 3.64 ≤ 4.0
tracker η ≤ 2.5 ≤ 2.6 ≤ 2.0 ≤ 3.0
nr. track points 3+4+36 12 8+96 8+8

track reso.σ(1/pT)
η=0 0.36⊕ 13pT ≈ 0.1 0.0017 0.0018⊕ 0.015pT

muon η ≤ 2.7 ≤ 2.4 ≤ 1.5 ≤ 2.0
muon reso. (pT < 0.1 TeV) 9%–20% 10%–50%

(pT = 1.0 TeV) 7% 15%–35%

11.2 Brief summary of top quark physics at the LHC

Top quark physics will be one of the highlights of the LHC
physics program. Although ATLAS and CMS have both
extensively studied the sensitivity and expected perform-
ance of the respective detectors to the various top quark
properties, most of the results shown here have been ob-
tained by the ATLAS Collaboration. The reason is that the
ATLAS Collaboration has published the ATLAS Detector
and Physics Performance Technical Design Report [286],
summarising the expected performance, in the year 1999,
while the CMS Collaboration is planning to publish the
corresponding document, CMS Detector and physics per-
formance technical design report [287] at the end of 2005 or
the beginning of 2006, i.e. too late to be included in this re-
view. Despite the differences in the detector design, both
experiments are expected to have comparable resolutions,
signal efficiencies and background suppression potential.
Therefore, all quoted results are meant to be representative
for ATLAS as well as for CMS, as indicated in [288].
Top quarks are produced at the LHC by two types of

processes: QCD and electroweak production. In QCD pro-
duction (Sect. 2.1), top quarks are created in tt̄ pairs via
the processes qq̄→ tt̄ and gg→ tt̄. While the centre-of-
mass energy of the hadron collisions at the LHC is seven
times higher than at the TEVATRON, the combined NLO
cross section for these processes is a hundred times larger,
≈ 830±50 pb−1 [113], where the uncertainty reflects the
theoretical error obtained from varying the renormalisa-
tion scale by a factor of two. Due to the larger centre-of-
mass energy available at the LHC, typical Bjorken-x values
for the involved incoming partons are x ≈ 0.025 or even
lower. The large gluon density of the proton dominates
at these values of x. Hence, ≈ 87% of the tt̄ contribution
comes from the gluon–gluon fusion process, the remaining
≈ 13% come from quark–antiquark annihilation, which is
dominant at the TEVATRON. In contrast to tt̄ production
at threshold at the TEVATRON, at the LHC the relative

difference in the Bjorken-x values of the two incoming par-
tons can be quite large, resulting in a strong forward boost
of the tt̄ system. The event topologies in top quark pro-
duction at the LHC are less central and more boosted, i.e.
more collimated. Both effects make the identification and
reconstruction of top quark events more difficult at the
LHC than at the TEVATRON. There will be 8 million tt̄
pairs produced per year at a luminosity of 1033 cm−2 s−1.
Such large event samples will permit precision measure-
ments of the top quark parameters. At “low” luminosity,
L= 1033 cm−2 s−2, there will be a tt̄ pair produced every
second, a tt̄→ 
+jets event every four seconds. Thus, the
LHC will be a “top factory”.
In addition to the inclusive tt̄ cross section, also dif-

ferential cross sections will be of interest. For example,
dσtt̄/dη gives access to parton distribution functions, or
heavy particles decaying into a tt̄ pair could show up as res-
onances in the tt̄ mass spectrum, dσtt̄/dmtt̄, and thus be
an indication for new physics. Furthermore, the tt̄ produc-
tion cross section is in the Standard Model sensitive to the
top quark mass, σtt̄ ∝ 1/m

2
t .

The electroweak single-top quark production will be of
keen interest at the LHC. It is composed of three channels:
the s-channel, the t-channel (also referred to as W -gluon
fusion) and the associated Wt production (see Sect. 2.2).
The three processes have cross sections of 11 pb, 60 pb,
and 247 pb, respectively. The cross section for the elec-
troweak production is directly proportional to the CKM
matrix element |Vtb|2. A deviation of this quantity from the
Standard Model prediction may indicate the existence of
a fourth quark generation.

11.3 Measurement of the tt̄ production cross section

The production cross section is so large that the top quark
signal will be visible after the equivalent of one week of
data taking at low luminosity in the lepton+ jet chan-
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Fig. 126. Invariant mass dis-
tribution of the 3-jets combi-
nation with the highest vec-
tor pT sum. The full curve
fits the signal +background
(W +jets and combinatorial),
while the lower distribution
(points) shows the contribu-
tion ofW +jets only

nel [525]. By requiring one isolated lepton with transverse
momentum pT > 20 GeV/c, and exactly four jets with
transverse energy (ET > 40 GeV), the top signal is clearly
visible above the W +4-jets background in the invariant
mass distribution of the most energetic jets (Fig. 126).
The cross section can thus be measured using this or

similar approaches. With the large number of events col-
lected, the statistical error will soon be negligible. After
the equivalent of “one month” of data taking at low lu-
minosity, it will be at the level of 0.4%. The overall error
will be dominated by the systematic uncertainty related
to the luminosity measurement. A 5% total uncertainty
is achievable per experiment [286, 288]. Far more accurate
measurements would be available from the ratio of the tt̄
production to the inclusiveW or Z production. A 1%–2%
uncertainty on the extracted tt̄ cross section would be far
smaller than the uncertainty in the corresponding calcu-
lation. Because of its strong dependence on the top quark
mass, a measurement of the production cross section to-
gether with a precise measurement of the top quark mass
will provide a test of perturbative QCD. Alternatively,
within the StandardModel, the cross section measurement
provides a top quark mass estimate, with a potential accu-
racy of 3 GeV/c2. A direct measurement, however, will be
performed with significantly better precision.

11.4 Measurement of the single top production
cross section

The top quark can also be produced in electroweak in-
teractions. In this case, one single top quark is pro-
duced at a time. The total production cross section is ex-
pected to be ≈ 310 pb. The different production diagrams
are shown in Fig. 18 in Sect. 2. The dominant process is
the W -gluon fusion (t-channel) with a cross section of

≈ 250 pb [161, 162]. In the t and s channels at the LHC,
the production rate of top quarks is ≈ 50% higher than
that of antitops [144, 161, 162], while at the TEVATRON
they are identical22. The associate Wt production cross
section is about 50–60 pb [145] and is one of the domin-
ant backgrounds for the search for the Higgs boson in the
H →WW ∗→ 
ν
ν channel [286]. The s-channel produc-
tion with an expected cross section of ≈ 10 pb [144, 161]
is expected to be the smallest contribution to single top
production at the LHC.
It is interesting to study the three processes separately,

since they have separate sets of backgrounds, their system-
atic errors for |Vtb| are different, and they are sensitive to
new physics in different ways. For example, the presence of
a heavy W would result in an increase of the W ∗ signal.
Instead, the existence of a FCNC process gu→ t would be
seen in the W -gluon fusion channel. Discriminants for the
three signals are for example: the jet multiplicity (higher
for Wt), the presence of more than one jet tagged as a b
(this increases the W ∗ signal with respect to the W -gluon
fusion contribution), the mass distribution of the 2-jet sys-
tem (which has a peak near theW -boson mass for theWt
signal and not for the others).
The event preselection, as in the lepton+ jets channels,

requires a leptonically decaying W -boson. The different
event topologies need dedicated final selection. The t chan-
nel is described here as an example. The full analysis is

22 In pp collisions at the LHC the u-quark density is higher
than the ū-, d- or d̄-quark density so that more W+ than W−

can be exchanged in the s- and t-channel, resulting in more
t- than t̄-quarks in the single-top production final state. In pp̄
collisions at the Tevatron an equal number of u- and ū-quarks
is present in the initial state, resulting in an equal number of
t- and t̄-quarks in the final state.
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Fig. 127. Spectrum of the Wb invariant mass for the selected
events obtained with a CMS full simulation. The open his-
togram represents the signal plus background expectations, the
shaded histogram shows the background considered: tt̄, W +2-
jets, andW +3-jets

described in more detail in [286, 526]. The b-quark jet from
the initial gluon splitting is lost in the beam-pipe. The
events with a forward non b-tagged jet and one central b-
tagged jet (coming from the top quark) are selected. The
Wb invariant mass is then computed. The twofold ambigu-
ity on the neutrino longitudinal momentum is resolved by
choosing the one with smallest absolute value. This is true
in only 55% of the cases. The result is shown in Fig. 127.
The overall efficiency (including the W → 
ν branching
ratio) is 0.3%. More than 6000 events are expected in
10 fb−1 of integrated luminosity. The main backgrounds
are tt̄ andW+≥ 2 jet production. A signal-to-background
ratio of 3.5 is obtained.
The single top production cross section is expected to

be measured with a 10% precision. Since the electroweak
production cross section is directly proportional to the
square of the CKM matrix element |Vtb|, the precision on
the cross section translates into an expected precision of
5% on the measurement of |Vtb| from single top production.
The statistical precision of the |Vtb| determination from
30 fb−1 has been estimated by ATLAS as: σ(|Vtb|)(W−g) ≈
0.4%, σ(|Vtb|)(W−t) ≈ 1.4%, σ(|Vtb|)(W∗) ≈ 2.7% [286, 527].
The dominating systematic uncertainties are expected to
come from the theoretical uncertainties of the cross section
calculations, in particular the scale dependence, the par-
ton distribution functions, the experimental error on the
mass of the top quark, and the luminosity measurement.
The total systematic uncertainty for all three processes is
estimated to be 6% [528]. A deviation of |Vtb| from the
Standard Model prediction, assuming unitarity and the
existence of three quark generations, may indicate the ex-

istence of a fourth quark generation. The single top polar-
isation can also be measured in this channel with a 1.6%
statistical precision with 10 fb−1 [288].

11.5 Measurement of the top quark mass

At the LHC, direct measurements of the mass of the Higgs
boson, the W -boson and the top quark will be carried out
towards a consistency test of the Standard Model by test-
ing the relation betweenmt,mW , andmH.

Measurement in the lepton+ jets channel. The lepton+
jets tt̄ channel is the most promising for the top quarkmass
measurement [529, 530]. Indeed, the leptonically decaying
W -boson allows the top events to be efficiently triggered
and selected. However, this channel is affected by com-
binatorial background. The assignment of the two b-jets
to the hadronic and leptonic branches of the top quark
decay is not unique, and can spoil the resolution of the
top mass measurement. Studies are presently performed
in ATLAS and CMS to evaluate the best strategy for the
assignment of b-jets. ATLAS has found an assignment al-
gorithm based on angular separation between the lepton
and the b-jets, which results in an assignment purity of
70%–80% [531].
After the selection of the events with an energetic iso-

lated lepton and �ET, the characteristics of the tt̄ events are
then used to improve the purity of the sample. The events
must contain at least four energetic jets of which two must
be identified as b-jets. The bb̄+jets, W +jets and Z+jets
backgrounds are highly suppressed by this selection [529].
The top quark mass is reconstructed from the two light

flavour jets from the W -boson decay and the b-jets from
the top quark decay. For this reconstruction, the jet en-
ergy scale and angular resolutions are crucial. The non b-jet
pairing minimising the (Mjj−mW )2 difference, whereMjj
is the invariant mass of the two jets, is assumed to origi-
nate from the hadronically decayingW -boson. A difference
smaller than 20GeV/c2 is required. It is finally combined
with the b-jet giving the highest reconstructed top trans-
verse momentum. The cone algorithm used to reconstruct
the jets tends to underestimate the opening angle between
the two jets from theW -boson. As detailed in Sect. 11.12.2,
an in situ calibration can be applied to correct the energies
and directions of the light flavour jets. However, of particu-
lar importance remains the knowledge of the b-jet energy
scale, which has to be determined at the level of a percent
to achieve the desired accuracy.
The distribution of the three jet invariant mass is

displayed in Fig. 128 for ATLAS ([529], left) and CMS
([532], right) with an obtained signal-to-background ratio
of S/B ≈ 65. The reconstructed top quark mass is de-
duced from the fit value of the peak. The combinatorial
background is dominant. With an integrated luminosity of
10 fb−1, the statistical uncertainty on the top quark mass
is at the level of 100MeV/c2, and hence negligible. The sys-
tematic uncertainties, summarised in [529], are dominated
by two sources of systematic uncertainty, the final state
radiation (FSR) and the b-jet energy scale. The FSR sys-
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Fig. 128. Reconstructed top
quark mass in the lepton+jets
channel for ATLAS ([529],
left) and CMS ([532], right),
for 10 fb−1 of integrated lu-
minosity. For CMS, the com-
binatorial background within
the event is included in the
signal curve, i.e. only non-
tt̄ events are shown as back-
ground, whereas for ATLAS
it is shown in the background
curve

tematic error is conservatively evaluated to be 20% of the
shift in the fitted top mass when disabling the FSR in the
simulation and amounts to 1 GeV/c2. At the LHC, the light
flavour and b-jet energy scales are expected to be deter-
mined with a precision of 1% [286]. In this analysis, the b-
jet energy scale systematic is 0.7GeV/c2, whereas the light
flavour jet energy scale uncertainty is mostly cancelled by
the in situ calibration and amounts to 0.2GeV/c2. Alto-
gether, a 1.3GeV/c2 accuracy on the mass of the top quark
is achievable. The effect of FSR can be lowered down to
0.5 GeV/c2 if a kinematic fit is implemented. Indeed, the
events with large FSR tend to have a high χ2 and can be re-
moved from the analysis. The systematic uncertainty thus
becomes 0.9 GeV/c2, dominated by the b-jet energy scale
determination. An example of how to reduce the sensitivity
to the heavy-flavour jet energy scale uncertainty is shown
in the following.

Measurement in leptonic final states with J/ψ. A meas-
urement of the top quark mass can be performed in
lepton+ jets events with an exclusively reconstructed
J/ψ from a b-hadron decay in a b-jet, where the J/ψ

Fig. 129. Left: Diagram of
the top decay to a leptonic fi-
nal state with a J/ψ. Right:
Example of lepton-J/ψ invari-
ant mass in the four-lepton
final state as obtained from
a fast simulation of the CMS
detector after four years at
high luminosity running

carries a large fraction of the b-hadron momentum be-
cause of its large mass (Fig. 129, left). The top quark is
partially reconstructed from the isolated lepton coming
from the W -boson and the J/ψ from the corresponding
b-quark [533, 534].
To solve the twofold ambiguities on the b-quark ori-

gin, a flavour identification, requiring a muon of the
same electric charge as the isolated lepton, is applied.
The J/ψ can be precisely identified and reconstructed
when it decays into a muon pair. As a result, one iso-
lated lepton and three non-isolated muons are required,
two of them being consistent with the J/ψ. This config-
uration is very rare. The invariant mass of the isolated
lepton and the J/ψ is constructed (see Fig. 129, right)
and the fit value of the peak turns out to depend lin-
early on the generated top quark mass [533, 534], as shown
in Fig. 130.
The background is dominated by combinatorics, and its

shape can be extracted from the data. The main system-
atic uncertainty comes from the b-quark fragmentation, in
particular from the uncertainty in the b-hadron spectrum
in top decays and that of the J/ψ spectrum in b-hadron
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Fig. 130. Correlation between the fit value of the peak of the
distribution of invariant mass between the isolated lepton and
the J/ψ (Mmax) and the generated top quark mass as obtained
from a fast simulation of the CMS detector

decays. The B-factories can help in the determination of
the latter. In general this method is rather insensitive to
the jet energy scale and therefore complementary to the
more traditional direct reconstruction of the top quark
mass in lepton+ jets events, adding additional informa-
tion. Because of the tiny branching ratio of this final state,
this analysis has to be carried out during the high lumi-
nosity phase of the LHC. One thousand events per year
will be collected per experiment at high luminosity running
(L = 1034 cm−2 s−1). Even after some 100 fb−1, the sta-
tistical error is expected to contribute significantly to the
total error≈ 1 GeV/c2 for a total error of≈ 1.5 GeV/c2).
A more recent analysis using a similar approach consid-

ers the invariant mass spectrum of the high pT lepton from
the decay of theW -boson and the corresponding b-jet from
the decay of the top quark, M�b [535]. In particular, the
higher order moments of the invariant mass distributions
up to n= 15 are considered, yielding a precision on the top
quark mass of 500MeV/c2.

Alternative measurements. A recently proposed differ-
ent method for the experimental determination of the
top quark mass in the lepton+ jets channel is based on
the mean distance of travel of b-hadrons in top quark
events [458]. The dominant systematic uncertainties of
this method do not depend on the b-jet energy scale and
are therefore not correlated with those from the other
methods, but a large number of events is required to
achieve small statistical uncertainties. At the LHC, this
method could be comparable to all other methods and
yield a precision of ≈ 2.5GeV/c2 for 10 fb−1 of integrated
luminosity. Furthermore, with likely improvements in the
understanding of b-hadron properties and tt̄ events, the un-
certainties associated with this method at the LHC could
be substantially reduced, possibly yielding a precision on
the top quark mass of ≈ 1.5–2.0 GeV/c2 [458].
The top quark mass can also be measured in the fully

leptonic and fully hadronic channels. The dilepton chan-
nel (ee, eµ, µµ) is very clean. However, the branching ratio
is quite small and because of the presence of two neutri-
nos in the final state the kinematics is underconstrained.

The fully hadronic channel is experimentally very chal-
lenging. Efficient triggering is difficult and the QCD back-
ground is enormous. However, this channel has the largest
branching ratio (≈ 45%) and the kinematics is fully con-
strained. Accuracies of 2–3 GeV/c2 seem feasible for these
channels [529].
An ultimate overall error on the top quark mass of the

order of 1 GeV/c2 can be achieved when all effects are un-
derstood [529].

11.6 Electric charge of the top quark

The top quark charge has not yet been experimentally con-
firmed to be +2/3. Two approaches have been studied by
ATLAS [536] to distinguish between t(Q = 2/3)→W+b
and t(Q=−4/3)→W−b.
The first approach attempts to directly measure the top

quark coupling through photon radiation in pp→ tt̄γ and
pp→ tt̄ with t→Wbγ. Since the first process is at the LHC
dominated by gluon–gluon fusion without any initial state
photon radiation, the tt̄γ cross section is expected to be
approximately proportional toQ2t . Using suitable selection
criteria, in particular the transverse momentum of the ra-
diated photons P γT, the hard photon radiation off the top
quarks can be enhanced.
The second approach measures the charges of all top

quark decay products. Whereas for the leptonically decay-
ing W -boson decay the charge is given by the charge of
the lepton (e or µ), a jet-by-jet estimation of the b-quark
charge is very difficult. Quantities correlated to the charge
of the b-quark allow to distinguish between the cases on
a statistical basis. As an example, the jet charge Qjet =
∑
i qi|PTi |∑
i |PTi |

, summing over all tracks in a jet, has been

studied.
Both methods are expected to allow an unambiguous

measurement of the top quark charge after one year of data
taking at low luminosity (10 fb−1) [536].

11.7 Helicity of the W -boson in top quark decay

The W polarisation (helicity) in the top quark decay is
a sensitive probe of new physics in top production and de-
cay. At the production level, a non-exhaustive list involves
either anomalous gtt̄ couplings, which naturally arise in
dynamical electroweak symmetry breaking models such as
technicolour or topcolour, or new interactions, as for ex-
ample a strong coupling of the top quark with a heavy
spin-0 resonance, such as a heavy (pseudo)scalar Higgs bo-
son as predicted e.g. by SUSY models (gg→H → tt̄), or
the presence of extra dimensions. At the decay level, de-
viations from the Standard Model can for example arise
from Wtb anomalous couplings, such as a V+A contribu-
tion in the vertex structure [364, 366, 368], or from a decay
to a charged Higgs boson.
Tests of the V -A nature of the tWb vertex through

a measurement of theW helicity will be extended from the
TEVATRON to the LHC. Current estimates are that the
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Fig. 131. Left: Measured tt̄ invariant mass distribution for the reconstruction of a narrow resonance of mass 1600 GeV/c2 decay-
ing to a tt̄ pair. Right: Value of σB required for a 5σ discovery potential for a resonance decaying to a tt̄ pair, as a function of its
mass mtt̄

longitudinal fraction (F0) can be measured with a preci-
sion of about 5% [527, 537] with 10 fb−1 of data in CMS.
ATLAS expects a precision of 2% on F0 and 1% on F+
with 10 fb−1 from a combination of the dilepton and the
lepton+ jets channel [538].

11.8 Top quarks in exotic models

Due to its large mass, the top quark could be part of
the decay products of massive particles [528]. Its clear ex-
perimental signature makes it a very interesting tool to
study the exotic decays. Some examples include: “Heavy
top” in little Higgs models, signatures which include the
top quark in models with extra-dimensions, search for tt̄
production via intermediate resonances (as predicted in
the Standard Model Higgs sector, MSSM Higgs, Tech-
nicolour models, strong electroweak symmetry breaking
models, Topcolour, etc.). Physics beyond the Standard
Model could affect cross section measurements for tt̄ pro-
duction in a variety of ways: Topcolour-Assisted Tech-
nicolour could result in the production of like-sign top
quark pairs at the LHC, pp→ tt+X [539]. In another sce-
nario, a heavy resonance decaying to tt̄ might enhance
the cross section, and might produce a peak in the tt̄ in-
variant mass spectrum. Because of the large variety of
models and their parameters, a study of the sensitivity
to a “generic” narrow resonance decaying to tt̄ was per-
formed for the ATLAS detector [286, 288]. Events of the
single lepton topology were selected. In addition, between
four and ten jets were required with pT > 20GeV and
|η|< 3.2, with at least one of them tagged as a b-jet. After
these cuts, the background is dominated by the tt̄ con-
tinuum. The obtained mass resolution σ(mtt̄)/mtt̄ is ap-
proximately 6.6%. As an example, Fig. 131 (left) shows the
reconstructed mtt̄ distribution for a narrow resonance of
mass 1, 600GeV/c2.
The reconstruction efficiency, not including branching

ratios B, is about 20% for a resonance of mass 400GeV/c2,
decreasing gradually to about 15% formtt̄ = 2TeV/c

2. For

a narrow resonance X, Fig. 131 (right) shows the required
σB(X → tt̄) for a discovery (≥ 5σ). Results are shown as
a function of mX for an integrated luminosity of 30 fb

−1

and 300 fb−1. With 30 fb−1, it is estimated that a reson-
ance can be discovered at 4 TeV/c2 for σB = 10 fb, and at
1 TeV/c2 for σB = 1000 fb.

11.9 Spin correlations in tt̄ production

Top-antitop pairs, produced in QCD processes, are not
polarised23. However, the top and antitop spins are corre-
lated (Sects. 2.4.4 and 6.1). For QCD processes close to the
production threshold, the tt̄ system is produced in a 3S1
state for qq̄ annihilation, or in a 1S0 state for gluon–gluon
fusion. Hence, in the first case, the top and the antitop have
parallel spin, while in the second case the spins are antipar-
allel. Since at LHC energies, the gluon–gluon process has
a much larger overall cross section than the qq̄ annihilation,
NLO calculations predict an excess of top pairs with op-
posite spins, i.e. in most cases both top and antitop quark
are either both left or both right handed [200, 201]. For this
study, the spin of the top quarks is evaluated in the helic-
ity basis, which corresponds to the top (antitop) direction
of flight in the tt̄ system. In this basis, the asymmetry pa-
rameter, which expresses the excess of same-helicity pairs,
is given by:

A=
σ(tLt̄L)+σ(tRt̄R)−σ(tLt̄R)−σ(tRt̄L)

σ(tLt̄L)+σ(tRt̄R)+σ(tLt̄R)+σ(tRt̄L)
. (261)

At the LHC, this asymmetry is expected to be A =
0.327 [200]. Simulations by ATLAS and CMS achieve with
A = 0.31± 0.03 very consistent results [537, 540]. With

23 Top and antitop quarks receive a small (2%) polarisation
perpendicular to the scattering plane via QCD final state
interactions [189, 190]. An additional, very small contribu-
tion of top/antitop quark polarisation is received from mixed
QCD/weak interactions in the scattering plane [191].
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an optimal choice of the quantisation axis, the maximum
spin correlation asymmetry is 0.5 [205]. Deviations from
the Standard Model expectations could be indications for
alternative or additional tt̄ production mechanisms, for ex-
ample gg→H→ tt̄ [139].
For tt̄ pairs produced with total invariant mass much

larger than the production threshold, the asymmetry is di-
luted because of the presence of higher mass spin tt̄ pairs,
which are predominantly produced in unlike-spin configu-
rations. Hence it is useful to introduce a cut on the total
invariant mass mtt̄ < 550GeV/c

2 to maximise the power
of the experimental analysis. A significant deviation of the
measured asymmetry parameter from the theoretical value
may indicate non-Standard Model physics, such as tt̄ pro-
duction via intermediate resonances or right-handed weak
interactions.
The asymmetry is evaluated by studying the angular

distributions of the top and antitop quark decay products,
which are used as spin analysers [200]:

1

N

d2N

d cos θ1 cos θ2
=
1

4
(1−κ cosθ1 cos θ2) , (262)

1

N

dN

d cosφ
=
1

2
(1−λ cosφ) , (263)

where θ1 (θ2) are the angles between the decay products of
the t (t̄) quark in the t (t̄) rest frame and the t (t̄) direction
in the tt̄ frame, while φ is the angle between the decay prod-
ucts of the t and t̄ quark in the respective rest frame [541].
The parameters κ and λ are the spin correlation variables.
Note that the corresponding studies at the TEVATRON
only use κ.
The measurement of the spin correlation parameters

has been simulated in Monte Carlo events in the dilepton
and the lepton+ jets channels. For the dilepton chan-
nel, which has at LHC much higher statistics than at
the TEVATRON and can be fully exploited, the natu-
ral choice for spin analysers are the two leptons from
the decay of the W -bosons, since leptons are 100% po-
larised with respect to the top quark spin. In the lep-
ton+ jets channel, the best choice for spin analysers
would be a lepton and a d-type quark, since the d-type
quarks have 100% polarisation as well. However, since it
is experimentally impossible to distinguish between light
quark flavours, the second spin analyser is the least en-
ergetic jets in the t (t̄) rest frame, which is polarised
at 51%.
In the ATLAS study [541], the total generated Monte

Carlo sample in this study corresponds to 10 fb−1 and
generated with varying production parameters to study
the systematic effects of: Q2 factorisation scales, parton
distribution functions, initial and final state radiation,
b-fragmentation and hadronisation scheme, b-tagging and
b-jet energy calibration, generated top quark mass. The
results of the simulated spin correlation measurements in
the two channels are summarised in Table 67. The spin
correlation parameter λ appears more suitable for the
measurement, since it is less sensitive to the systematic
uncertainties.

Table 67. Comparison between the Standard Model predic-
tions at Born-level (LO) and the simulated Monte Carlo meas-
urement for the spin correlation parameters κ and λ in the
dilepton and the lepton+ jets samples with a cut on Mtt̄ <
550 GeV/c2. The quoted precision combines statistical and sys-
tematic uncertainties for a measurement in 10 fb−1

Parameter Dilepton Lepton+jets

κ (SM) 0.42 0.21
∆κ/κ 8% 20%

λ (SM) −0.29 −0.15
∆λ/λ 5% 13%

Using essentially the same technique, the CMS collabo-
ration [527, 537] has estimated that the relative asymmetry
can be measured to about 10% accuracy, shared almost
equally between statistical and systematic uncertainties,
with 30 fb−1 of data.

11.10 Measurements of top quark couplings

Measurement of the ttγ and ttZ couplings. Currently, lit-
tle is known about top quark couplings to the photon
and Z-boson. There are no direct measurements of these
couplings; indirect measurements, using LEP data, tightly
constrain only the ttZ vector and axial vector couplings.
All others are only very weakly constrained by LEP and/or
b→ sγ data. The ttV (V = γ, Z) couplings can be meas-
ured directly in e+e−→ tt̄ at a future e+e− linear collider.
However, such a machine is at least a decade away. In
addition, the process e+e−→ tt̄ is simultaneously sensitive
to ttγ and ttZ couplings, and significant cancellations be-
tween various couplings may occur.
tt̄γ production and tt̄Z production at hadron collid-

ers can be considered as tools to measure the ttV cou-
plings [542, 543]. For tt̄γ production, the γ
νbb̄jj final state
is considered, for tt̄Z, the Z-boson is assumed to decay
leptonically, yielding trilepton (
′+
′−
νbb̄jj) and dilepton
(
′+
′−bb̄+4j) final states. All relevant background pro-
cesses are included. Once tt̄γ or tt̄Z selection cuts are im-
posed, the total background is substantially smaller than
the signal. In all calculations, both b-quarks are assumed to
be tagged.
At the TEVATRON, the tt̄Z cross section is too small

to be observable. The tt̄γ cross section is large enough
to allow a first, albeit not very precise, test of the ttγ
vector and axial vector couplings, provided that an in-
tegrated luminosity of more than 5 fb−1 can be accumu-
lated. No useful limits on the dipole form factors F γ2V,A can
be obtained. Since qq̄ annihilation dominates at TEVA-

TRON energies, initial state photon radiation severely lim-
its the sensitivity of tt̄γ production to anomalous top quark
couplings.
This is not the case at the LHC, where gluon fu-

sion is the dominant production mechanism. Combined
with an integrated luminosity of 30 fb−1, one can probe
the ttγ couplings with a precision of ≈ 10%–25% per ex-
periment. With 300 fb−1, a 4%–7% measurement of the
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ttγ vector and axial vector couplings can be expected,
while the dipole form factors F γ2V,A can be measured

with 20% accuracy. Finally, if the luminosity of the LHC
can be upgraded by a factor of 10 without significant
losses of particle detection efficiency for photons, leptons
and b-quarks, these limits can be improved by another
factor 2–3.
The tt̄Z cross section with leptonic Z decays is ap-

proximately a factor 20 smaller than the tt̄γ rate. It is
therefore not surprising that the sensitivity limits on the
ttZ couplings are significantly weaker than those which
are expected for the ttγ couplings. For 300 fb−1, the ttZ
vector (axial vector) couplings can be measured with
a precision of 45%–85% (15%–20%), and FZ2V,A with
a precision of 50%–55%. At an upgraded LHC, these
bounds can be improved by factors of 1.4–2 (≈ 3) and 1.6,
respectively.

Measurement of the top quark Yukawa coupling. For small
Higgs boson masses (≤ 130GeV/c2), the H → bb̄ decay
channel is dominant. Unfortunately, it is impossible to
efficiently trigger the acquisition of these events due to
the huge dijet bb̄ background present at the LHC. To
observe the bb̄ decay of the Higgs boson, an associate
production mode, together with a W - or Z-boson or
with a tt̄ pair, has to be considered. The tt̄H production
Feynman diagrams are shown in Fig. 132. These channels
allow the measurement of the top quark Yukawa coup-
ling. The expected corresponding cross section is small:
σ(mH = 120GeV/c

2) = 0.8 pb, while the tt̄bb̄ background
has a cross section of 3 pb.

Fig. 132. Feynman diagrams for the associate tt̄H production
at the LHC

Fig. 133. Signal plus back-
ground expectation for the
reconstructed Higgs boson
mass in the tt̄H channel with
H → bb̄ in the ATLAS (left)
and CMS (right) detectors for
mH = 120 GeV/c

2 and mH =
115 GeV/c2 with 100 fb−1 and
30 fb−1, respectively. In both
cases, fast simulations of the
detectors have been used

The lepton+ jets events are first selected as described
before. This final state is intricate, since in addition to the
“usual” lepton+ jet event, two additional b-jets from the
Higgs boson decay are present. As a result, the event se-
lection requires at least six jets in the final state of which
exactly four are b-jets.
Both W -bosons are fully reconstructed. The two b-jets

from the top quark decay have to be identified and the pair
giving the “best” reconstructed top quark pair is chosen.
The remaining two b-jets are combined to reconstruct the
Higgs boson. The resulting invariantmass distributions are
shown in Fig. 133, demonstrating good agreement between
the ATLAS and CMS analyses and a peak due to the pres-
ence of the Higgs boson.
The shape of the background can be extracted

from tt̄jj data. With 30 fb−1, 40 signal events are ex-
pected [288, 544–549], with a significance of 3.6σ. A
16% precision on the Yukawa coupling is expected to be
achievable. The combination of the low and high luminos-
ity runs given an integrated luminosity of 100 fb−1 will
allow a 4.8σ significance observation and a 12% measure-
ment precision on the top quark Yukawa coupling to be
reached. All these numbers are for a Higgs boson mass of
120GeV/c2.
A measurement of the process pp→ tt̄H+X at the

LHC and a measurement of the Higgs boson branching
ratios B(H → bb̄) and B(H →W+W−) at a future lin-
ear e+e− collider can be combined to determine the top
quark Yukawa coupling [550]. For 300 fb−1 at the LHC
and 500 fb−1 at a linear collider, the obtainable relative
uncertainty is ≈ 15% for a Higgs boson between 120 and
200GeV/c2. The purely statistical uncertainty ranges from
7% to 11%. The size of the expected total precision is com-
parable to those expected for the LHC alone [551, 552].
However, in contrast to the latter no model-dependent as-
sumptions need to be made.

11.11 Rare decays

With its large mass, the top quark will couple strongly to
the electroweak symmetry-breaking sector. Many models
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of physics beyond the StandardModel include a more com-
plicated electroweak symmetry breaking sector, with im-
plications for the top quark decay. Examples include the
possible existence of charged Higgs boson, or possibly large
flavour changing neutral currents (FCNC) in the top de-
cay. In the StandardModel, FCNC decays of the top quark
are highly suppressed (B < 10−13–10−10). However, sev-
eral extensions of the Standard Model can lead to very sig-
nificant enhancements of the branching ratios (10−3–10−2

or even higher). The sensitivity to some of these scenar-
ios [288] has been investigated by both ATLAS [286] and
CMS [528].
In particular the processes t→ Zq, t→ γq, t→ gq, t→

WbZ, t→WbH, and t→Hq have been studied. It has
been shown that the limit of the branching ratios of these
processes can be improved by orders of magnitude with re-
spect to the current limits, and will range from 10−7 for
t→WbZ to 10−3 for t→ gq using 100 fb−1 of data.
The Wtb vertex structure can be probed using either

top quark pair production or single top quark production
processes. The tt̄ cross section depends weakly on this ver-
tex, but there are several sensitive observables, like C and
P asymmetries, top quark polarisation, and spin corre-
lations, which can provide interesting information [553].
The single top production rate is instead directly pro-
portional to the square of the Wtb coupling. Defining
the anomalous couplings for left- and right-handed top
quarks:

F2L =
2MW
Λ
ηW (−fW − ihW ) , (264)

F2R =
2MW
Λ
ηW (−fW + ihW ) , (265)

where Λ is the energy scale associated with the new
physics, fW and hW are the magnetic and electric dipole
moments, respectively, and ηW = ±1 indicates if the
new interaction interferes with the Standard Model con-
structively (η = +1) or destructively (η = −1). With
10% systematic uncertainty on the single top produc-
tion cross section, the TEVATRON will have sensitivity
to F2L

>+0.55
<−0.18 and to F2R

>+0.25
<−0.24. With an ex-

pected precision of 5% on the single top production cross
section, the LHC will have sensitivity to F2L

>+0.097
<−0.052

and to F2R
>+0.13

<−0.12 [553].

11.12 Detector commissioning studies

The top pair production process is valuable for the in
situ calibration of the LHC experiments in the detector
commissioning stage: the large cross section and the large
signal-to-background ratio for the lepton+ jets tt̄ channel
allow the selection of high purity samples with large statis-
tics in a short time. The experimental signature of tt̄ events
– high energy leptons and jets, b-jets, missing ET – involves
most parts of the detectors. Therefore top quark samples
will play an important role in the calibration of the detec-
tors in the initial phase.

11.12.1 Top quark analyses without b-tagging

The experimental signature for top quark events include
one or more b-jets, arising from top quark decay. Thus,
the b-tagging performance of the ATLAS and CMS ex-
periments will play a crucial role for top quark analyses.
However, efficient b-tagging relies on precise alignment of
the tracking detectors, which will be reached in a first it-
eration only after a few months of data taking. Feasibility
studies [531] are undertaken in order to assess whether it
will already during the commissioning stage be possible to
reconstruct tt̄ events without the use of any b-tagging.
The kinematic cuts applied to select the top quark en-

riched sample require exactly one isolated lepton with pT >
20GeV and exactly four jets, reconstructed with a cone
algorithm of size ∆R = 0.4, with pT > 40GeV. The analy-
sis reconstructs exclusively the hadronic branch of the tt̄
event: the combination of 3 out of 4 jets with the highest
vector pT sum is assumed to originate from the same top
(antitop) branch. The invariantmass of the 3-jets combina-
tion is an estimate of the top mass.
The analysis is performed on a Monte Carlo sample

with mt = 175GeV/c
2, including tt̄ and W +4-jets back-

ground. The generated sample corresponds to 150 pb−1,
i.e. a few days of data taking in the initial luminosity phase.
The invariant mass distribution, shown in Fig. 126, is fitted
with a Gaussian curve for the top mass peak plus a poly-
nomial curve which accounts for the W +jets signal and
the combinatorial background. The fitted Gaussian curve
peaks at 167.0GeV/c2, with an RMS of 12 GeV/c2. This
study shows that it will be possible to reconstruct tt̄ events
in the absence of b-tagging.

11.12.2 Energy scale calibration from w-bosons
in top decay

In order to obtain a precise measurement of the mass of the
top quark, precise knowledge of the absolute energy scale
of hadronic jets is of paramount importance. Miscalibra-
tions can arise from detector effects (dead channels, im-
precise cell weighing), physics effects (final state radiation,
pile-up), and cone algorithm effects (out-of-cone energy, jet
overlap). The best method to achieve a reliable calibration
is to use the physics data to reconstruct particle of known
properties. One such technique reconstructs the hadronic
W -boson from the lepton+ jets tt̄ sample. The kinematic
cuts used to select the events are the same as the “commis-
sioning top” cuts described above. In addition, a quality
cut is applied: the 4-vectors of the fourth jet, the lepton
and the �ET are summed, and the invariant mass of the re-
sult is formed. This mass is required to be in the range
140GeV/c2 <Mj4�ν < 200GeV/c

2. With this set of cuts,
the purity of theW -boson in the selected sample is ≈ 85%.
Since the mass of the W -boson is known to a precision

of a few tens of MeV/c2,MW can be used to obtain calibra-
tion factors for the energies of the jets originating from the
decay of theW -boson. For the jets j1, j2 from theW -boson
decay, momentum conservation implies

M2W = 2Ej1Ej2(1− cosθj1j2) , (266)
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Fig. 134. Ratio between the nominal and reconstructed mass
of the W -boson, as a function of the uncalibrated W energy,
before and after the jet energy scale calibration

Table 68. Summary of observed and expected precision and sensitivity to top quark properties in and beyond the Standard
Model at the TEVATRON and the LHC. Quoted uncertainties are the quadratic sum of statistical and systematic uncertainties
per experiment unless specified otherwise

quantity CDF/DØ ATLAS/CMS

∆σtt̄/σtt̄ 11% with 1 fb−1 [554] 5%–10% luminosity systematics dominated [286, 288]

∆σsingle-top/σsingle-top 26% with 1 fb−1 [554] 10% (< 2% stat. error with 10 fb−1 [288])

B(t→Wb) 3.3% with 1 fb−1 [554]

Vtb from σsingle-top 14% with 1 fb−1 [554] 6.5% [528]

Vtb from B(t→Wb) > 0.22 with 1 fb−1 [554] 0.2% (stat. only) [286]

single-top polarisation – 1.6% with 10 fb−1 [288]

∆mtop/mtop ≤ 2 GeV/c2 Sect. 7 ≈ 1 GeV/c2 [286, 288]

spin correlation θ 40% (2 fb−1) [538] 7% (��⊕ �+jets) for 10 fb−1 [538]

spin correlation φ – 4% (��⊕ �+jets) for 10 fb−1 [538]

W -helicity F0 6.5% with 1 fb−1 [554] 2%–5% with 10 fb−1 [527, 537, 538]

W -helicity F+ 2.6% with 1 fb−1 [554] 1% with 10 fb−1 [538]

electric charge qt distinguish 23 and
4
3 Sect. 7.2 distinguish 23 and

4
3 [536]

cases with 1 fb−1 cases with 10 fb−1

Yukawa coupling yt − 4.8σ, 16% (12%) with 30(100) fb−1 [548, 549]

FCNC B(t→ gq) < 1.9×10−2 with 2 fb−1 [288, 555] < 1 ×10−5 - < 1.4×10−3 (10 fb−1) [288, 556]

FCNC B(t→ Zq) < 1.5×10−2 with 1 fb−1 [554] < 6.5×10−4 - 1.3×10−3 with 10 fb−1 [286, 288, 556]

FCNC B(t→ γq) < 3.0×10−3 with 1 fb−1 [554] < 8.6×10−5 - 1.9×10−4 with 10 fb−1 [286, 288, 556]

FCNC B(t→WbZ) – < 10−7 with 100 fb−1 [553]

∆σMZ′=1 TeV/c
2

100 fb with 1 fb−1 [554] 700 fb with 30 fb−1 [286, 288]

B(Z′→ tt̄)

anom. coupling F2L
>+0.55
<−0.18 [553] F2L

>+0.097
<−0.052 [553]

F2R
>+0.25
<−0.24 [553] F2R

>+0.13
<−0.12 [553]

∆FZ1V,A – [542] 15%–85% (300 fb−1) [542]

∆F γ1V,A
<+1.03...+2.60
>−1.17...−1.88 (8 fb

−1) [542] 15%–50% (30 fb−1), 4%–7% (300 fb−1) [542]

∆F γ2V,A – [542] 35% (30 fb−1), 20% (300 fb−1) [542]

∆FZ2V,A – [542] 55% (300 fb−1) [542]

where Eji indicates the energy of jet i and θj1j2 indicates
the angle between the two jets. Thus, the mass measure-
ment is influenced both by the resolution of the jet energy
scale and the angular measurement. To disentangle an-
gular and energy contributions, the invariant mass of the
two-jet system, the nominal mass of the W -boson and the
kinematic properties of the jets are used as input in a con-
strained χ2 fit:

χ2 =

(
mjj−mW
σmW

)2
+
∑
i,X

(
Xi−αiEXi
σX

)2
, (267)

where X = E, η, φ. The result of the fitting procedure is
the correction factor αE , which is assumed to depend on
the jet energyE, yielding a correction function αE = f(E).
The application of the correction function allows the recon-
struction of the mass of theW -boson with a 1% precision,
shown in Fig. 134 (right). To obtain such a level of preci-
sion, only 10000 tt̄ events are necessary. This amount of
data will be available within one or two months of data tak-
ing at the LHC. The calibration factors have been applied
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to a Z+jets sample, providing the same level of precision
and demonstrating that the result of the calibration can be
used for other physics signatures involving light quark jets.

11.13 Conclusion on top quark physics at the LHC

The physics of the top quark will be one of the main physics
topics at the LHC. Many exciting analyses will be carried
out. Only a few of them have been summarised in this
section. Most of the analysis can be done with the first
10 fb−1. Due to the large production cross section, the sta-
tistical uncertainty will be, in most of the cases, negligible.
Table 68 summarises the expected precision and sensitivity
to top quark properties in and beyond the Standard Model
at the TEVATRON and the LHC.
The top quark mass measurement will be a key issue

of top quark physics at the LHC. A 1GeV/c2 precision is
expected to be reached, provided that an excellent under-
standing of the detectors to control the systematic uncer-
tainties can be achieved. This will be a real challenge for
the ATLAS and CMS experiments. The study of the top
quark sector highlights several theoretical areas, where fur-
ther improvements are expected such as the higher order
QCD calculations and the b-fragmentation. Finally, most
of the analyses carried out so far make use of fast simula-
tion of the ATLAS and CMS detectors. At present, many
of those studies are repeated with full simulation and a se-
rious focus on the systematic uncertainties. First attempts
are also started to reduce the systematic uncertainties and
make measurements of selection efficiencies, resolutions
and on the level of background contamination from data-
type analyses in control samples rather than from the
Monte Carlo simulations. These are crucial steps in the
preparation for the upcoming LHC era ahead of us in the
near future.

12 Summary

The discovery of the top quark ten years ago has opened
a new and rich field of physics that is attracting much
attention. In particular, the analyses of the TEVATRON
Run II data in the last five years have allowed not only the
measurement of the strong tt̄ pair production cross section
of about 7 pb, close to the Standard Model expectation of
6.7 pb, with a precision of ≈ 15% but also the measure-
ment of the top quark mass with a relative precision of
1.7%24.
Since there is no significant discrepancy between the

measurement of the total and the differential tt̄ produc-
tion cross section and the Standard Model predictions,
extensions of the Standard Model in which tt̄ production
is enhanced (tt̄ production via intermediate resonances,
the Standard Model Higgs boson decay H0 → tt̄, etc.)

24 The latest update of the top quark mass measurement com-
bination by the Tevatron Electroweak Working Group yields
a precision of 1.2% [181]. However, this update arrived too late
to be included in this review in more detail.

or the top quark can decay to non-Standard Model par-
ticles (to a charged Higgs boson, via FCNC couplings,
etc.) have been constrained. Further detailed comparisons
of the top quark’s production and decay characteristics
from different channels are needed to test the Standard
Model.
Many novel techniques have been developed over the re-

cent years by the CDF and DØ experiments, increasing the
precision of the measurements of top quark properties and
the sensitivity for new physics in the top quark sector be-
yond any expectation.
The TEVATRON is running extremely well with fur-

ther improvements on the delivered luminosity expected
for the next two years, yielding 4–8 fb−1 of integrated lu-
minosity by 2009. Also the Run II detector upgrades, to be
completed by the spring of 2006, turned out to be very suc-
cessful. Under those excellent conditions, CDF andDØwill
focus on and enthusiastically pursue the top quark analyses
in order to fully exploit the top physics potential of the
TEVATRON and pave the way for the LHC. The present
status and prospects are as follows:

– The tt̄ pair production cross section via the strong in-
teraction has been observed and measured in all de-
cay channels with varying levels of assumptions and
using different techniques. Analyses with τ -leptons in
the final state are being pursued and to be released as
first preliminary results soon. All measurements are so
far consistent between the different channels, methods
used and assumptions made, and between the two ex-
periments. A total tt̄ production cross section of about
7 pb has been measured with a precision of about 15%
for individual measurements and close to 14% for the
combination per experiment. Already now, the system-
atic and statistical uncertainties are comparable, in
some analyses of larger data sets the systematic un-
certainty is already dominant. The statistical uncer-
tainty will be significantly reduced in analyses of 1 fb−1

or more. All tt̄ pair production cross section measure-
ments are already now sufficient to allow a meaningful
comparison of the tt̄ production cross section with QCD
predictions, which presently have 15% uncertainty.
– One of the most important top quark properties is its
mass. The different measurements of the top quark
mass by CDF and DØ are consistent with each other
and have been combined by the TEVATRON Elec-
troweak Working Group, yielding the large and precise
value ofmtop = 172.7±2.9GeV/c2. In this forum, work
is ongoing to prepare complete and comparable meas-
urements of the top quark mass, which are already now
dominated by systematic uncertainties partially corre-
lated between the experiments, so that the expected ul-
timate precision of ∆mtop ≤ 1.5 GeV/c2 in combination
can be achieved and the top quark physics potential at
the TEVATRON be fully exploited. These prospects in
particular result from the development of methods to
reduce the dominant uncertainty from the jet energy
scale by in situ calibration using the hadronic decay of
the W -boson in top quark decays. Further studies are
ongoing to also include the b-jet energy scale in such
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calibration fits, for example via its influence on the he-
licity distribution of the W -boson decays products in
the W -boson rest frame. Therefore, the ultimate preci-
sion of the TEVATRONmeasurements of the top quark
mass might improve even further. It will not be trivial
for the LHC to reach similar or better precision.
– In the very near future, CDF and DØ should each have
enough data to determine the electric charge of the top
quark from jet pairing using jet charge techniques. DØ
has already excluded the exotic scenario of a charge 4/3
top quark at the 94% CL.
– The observation of single top production via the elec-
troweak interaction and the measurement of its cross
section are one of the highlights of the top physics pro-
gram at the TEVATRON. So far the s- and t-channel
single-top quark production cross section has been ex-
cluded to be larger than 6.4 and 5.8 pb, respectively,
in only 230 pb−1. Analyses of larger data sets and the
development of improved reconstruction of physics ob-
jects in the detectors or better signal-background sepa-
ration usingmore sophisticated multivariate techniques
will improve the sensitivity of the TEVATRON experi-
ments dramatically. The observation of single top pro-
duction is expected to be possible with a few fb−1, pro-
vided a Standard Model cross section.
– Once the electroweak single-top quark production is
observed and the single-top cross section measured,
a direct measurement of the CKM matrix element |Vtb|
will be possible. At present, indirect determinations
from the measurement of the ratio of top quark decay
branching ratiosB(t→Wb)/B(t→Wq) yield limits of
|Vtb|> 0.80 at 95% CL.
– First studies of hadronically decaying τ -leptons allow
to set limits on the ratio of the decay branching ratio
B(t→ bτν) to its Standard Model expectation to be
< 5.0 at 95% CL.
– Studies of the spin correlation in tt̄ production, a conse-
quence of the very short lifetime of the top quark com-
pared to typical hadronisation times and of the tt̄ pro-
duction at the TEVATRON being dominated by qq̄ an-
nihilation, have so far only been performed in Run I tt̄
to dilepton events and yielded a limit on the spin corre-
lation coefficient of κ > −0.25 at 95% CL, whereas the
StandardModel expectation if κ= 0.93 at NLO in those
events. The ongoing Run II measurements are expected
to yield significantmeasurements of κwith 1–2 fb−1.
– The study of top quark decay angular distributions al-
lowsmeasurements of the helicity of theW -boson in top
decays and hence tests of the electroweak tWb vertex.
The best present measurements show that the fraction
of longitudinally polarisedW -bosons in top quark decay
is F0 = 0.74

+0.22
−0.34, consistent with the Standard Model

expectation of 70%. Contributions of right-handedW -
bosons, in the Standard Model suppressed by m2b/m

2
t

and therefore expected to be negligible, are presently
limited to F+ < 0.18 at 95% CL. Those analyses will
profit enormously from the increase in statistics, eventu-
ally allowing simultaneous studies ofF0 andF+.
– The studies of flavour-changing-neutral-current
(FCNC) decays of top quarks at the TEVATRON run

Run I indicate that CDF and DØ have sensitivity to
the anomalous couplings κtuZ < 0.2 and κtuγ < 0.13
with 2 fb−1 at 95% CL, i.e. potentially better sensitiv-
ity than LEP or HERA. The Run II studies are ongoing.
First results are expected very soon.
– Generic tests of top quark kinematic distributions in tt̄
and single top production will be continued and refined.
Studies of the top quark pT spectrum or general event
kinematics in tt̄ do not show any indication for devia-
tions from the Standard Model expectation. The ratio
of the measured tt̄ production cross section in the dilep-
ton and the lepton+ jets channel has been measured to
be Rσ = 1.45

+0.83
−0.55, consistent with the Standard Model

expectation of 1.0. This result allows to set 95% CL lim-
its on the top quark decay branching ratios for a fully
hadronic decay B(t→Xb) < 0.46 with B(X → qq′) =
100% and a fully leptonic decay B(t→ Y b)< 0.47 with
B(Y → 

′) = 100%.
– Searches for rare top quark decays such as t→Ws and
t→Wd will be started in analyses of a few fb−1, which
allow a first direct determination of the corresponding
CKMmatrix elements |Vts| and |Vtd|.
– Searches for new physics in the top sector such as the
anomalous top quark production via resonances which
decay to tt̄, or via modified top quark couplings, etc.
have been performed and will be pursued. tt̄ production
via a narrow-width heavy resonance, in particular via
a leptophobicZ ′ is excluded at 95% CL for masses up to
MZ′ ≈ 560GeV/c

2.
– Anomalous top quark decays such as t→H±b have
been studied. Resulting exclusion limits are set in the
MH± , tanβ plane in the MSSM. Also decay branch-
ing ratios are limited to B(t→ H+b) < 0.4 at 95%
CL in the Tauonic Higgs model with B(H+→ τ ν̄) = 1
and B(t→H+b) < 0.85 at 95% CL in the worst case
scenario without any assumptions on the decay of the
charged Higgs boson, yielding a model-independent
limit.

The measurements of top quark properties and pro-
duction rates presented in this review are used in global
electroweak fits to test the Standard Model and to con-
strain the mass of the elusive Higgs boson. The top quark
may lead to the discovery of new physics: its large mass
may well indicate a special role in electroweak- and flavour-
symmetry breaking, and particles yet unobserved may
show up in its production or decay. It is also important to
understand top quark events as fully as possible because
they will constitute a strong background to many potential
new-physics signals in other searches.
Starting physics data taking in 2008, the LHCwill dom-

inate the arena of top quark physics in most aspects as
a real “top factory” with millions of top quark events pro-
duced every year. Amongst many other studies, the top
quark mass is expected to be measured at the LHC with an
ultimate precision of ≈ 1 GeV/c2. Better understanding of
QCD dynamics will be required to make full use of the rich
statistics of top quark events at the LHC.
We are presently at the dawn of the top-physics era,

going fromfirstmeasurements to precision tests. The future
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promises a wealth of top physics at the TEVATRON and
the LHC, and perhaps a high-energy e+e− linear collider.
The large top-quark mass allows for accurate perturbative
calculations of electroweak and strong top-quark processes.
The experimental challenge is to match and surpass the ac-
curacy of these calculations, in order to test the properties
of the top quark25 with the best possible sensitivity. Since
the top quark is by far the heaviest fermion, it cannot be as-
sumed that its properties are simply those predicted by the
Standard Model. Perhaps the top quark is exotic in some
way, and will give us our first glimpse of physics beyond the
Standard Model or provide us with a hint to the solution of
the puzzle of electroweak symmetry breaking.
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ranée – Aix-Marseille II, 2003



1000 A. Quadt: Top quark physics at hadron colliders
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